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Abstract

A key role that decision-makers play in organizations is to provide causal explanations for
decisions. Yet despite growing evidence on how machine predictions impact decisions, there has
been less insight on how they affect decision-makers’ ability to explain and reason through their
decisions. We explore this question in this paper, using a field experiment we designed and
ran across mutual fund analysts in a leading investment research firm. We randomly assigned
analysts to receive predictions for fund ratings based on a proprietary machine learning algorithm
developed within the company, and observed their decisions and causal explanations for those
decisions over 6 months. We find that even when predictions improve decisions, they can
worsen the reasoning of the causal explanations that decision-makers provide for their decisions.
Inexperienced analysts working on simpler decisions are especially affected, leading them to
provide worse explanations when working with machine predictions. These findings suggest
that the growing use of AI may accrue knowledge without understanding, especially hindering
inexperienced decision-makers from developing expertise.
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1 Introduction

Firms are increasingly using machine predictions and Al systems to guide strategic decisions
across a wide range of domains, including hiring (Cowgill 2019, Dell’Acqua 2022), resource alloca-
tion (Kim et al., 2024), and innovation (Agrawal et al. 2018, Lou and Wu 2021). Growing empirical
evidence suggests that machine predictions can improve decisions through superior forecasting ac-
curacy, with some studies highlighting the importance of reducing “algorithm aversion” to increase
decision-makers’ usage of algorithmic predictions (Dietvorst et al. 2015, Allen and Choudhury 2022,
Lebovitz et al. 2022, Tong et al. 2021).

While considerable attention has been paid to how machine predictions influence decision quality,
less is known about how they affect decision-makers’ ability to construct persuasive, well-reasoned
causal explanations—a core managerial task (Felin and Zenger 2009, 2017, Helfat and Peteraf 2015,
Mercier and Sperber 2011, Sgrensen and Carroll 2021). Entrepreneurs, for instance, must articu-
late compelling narratives to secure funding (Martens et al. 2007). Managers must justify strategic

choices to motivate employees and persuade stakeholders.!

These explanations rely on mental
models shaped by experience and expertise, which support decision-making under uncertainty and
stakeholder persuasion (Barron and Fries 2024, Angrisani et al. 2024, Kendall and Charles 2022,
Eliaz and Spiegler 2020, Schoar and Sun 2024) . While machine predictions may enhance short-run
accuracy (Agrawal et al. 2018, Camuffo et al. 2022), they may degrade the quality of causal explana-
tions behind decisions and hinder the development of expertise. This has long-term implications for
organizations, particularly as human judgment becomes critical in edge cases where algorithms fail
due to bias, overfitting, or noise (Shrestha et al. 2019, Choudhury et al. 2020, Raisch and Krakowski
2021).

In this paper, we propose that machine predictions affect how decision-makers explain the deci-
sions they make, separate from their impact on the decisions themselves. We find that even when
algorithms improve decisions, they can make the causal reasoning that decision-makers provide for
the decision less clear and persuasive (as well as the reverse). Less experienced decision-makers are
more impacted, showing worse reasoning on simpler decisions when relying on machine predictions
— even though these decisions improve. We find suggestive evidence that these results are driven
by less experienced analysts being less able to reason and construct a narrative when relying on

machine predictions. These findings have important implications for organizational learning and

! A prominent example is Amazon’s six-page memo, described as “the way Amazon makes [major| decisions,”
requiring a narrative rationale (Stewart 2020).



expertise development, highlighting a potential cost of delegating predictive tasks to machines.

We designed and ran a field experiment for six months across all fund analysts in a leading
financial research firm, which provided a unique opportunity to examine the impact of predictive
algorithms across decision-makers of varying experience on different types of decisions. Over a 9-
month period, we observed all decisions made by analysts, who conducted research on mutual funds
worldwide and provided forward-looking ratings and reports for institutional and retail investors.
Analysts performed their work on an online interface where they could see their assigned fund’s
rating from the last evaluation and receive information about the fund for their analysis. They
decided on an up-to-date rating for the fund and provided a causal explanation for their rating
decision, which was assessed by an expert review committee within the company before being
finalized and released.

At the time of the experiment, the company had developed a proprietary machine learning
algorithm that provided predictions on mutual fund ratings, which was representative of the most
prevalent form of Al adoption in the finance industry.? By providing machine predictions, the
company sought to shift analyst effort into improving their causal explanations, which were generally
valued more highly than the ratings decisions — by investors who were their clients, as well as other
financial research companies who employed analysts. These explanations were sought out from
investors to help them develop a forward-looking outlook about the fund based on the analysts’
unique perspectives and contextual insights.

We randomly assigned analysts to control or treatment conditions. Treated analysts received
a machine-generated fund rating alongside the standard information interface. Half of the treated
analysts also received an explainability feature: a Shapley value-based visualization highlighting the
fund characteristics that contributed most to the machine’s prediction — which was at the frontier
of the computer science literature at the time (Lundberg and Lee 2017). We first examine how
machine predictions affected analysts’ likelihood of changing the rating, as a measure of whether
algorithms had any effect on their decision-making. We evaluate whether they improved analysts’

decisions by assessing whether treated analysts’ recommended funds performed better than those

2The company developed a proprietary machine learning algorithm using ensemble random forest models, with
continuous backtesting since 2015 for performance validation. Prior to our experiment, the algorithm development
team documented methodology and performance in internal reports and conducted training sessions to ensure analysts
understood the approach. Importantly, analysts were fully aware of the algorithm’s quality before the experiment
began. The internal performance documentation showed that across all fund types, highly-recommended funds
outperformed their category average by approximately 1%, while not-recommended funds underperformed by 1%
over 12-month periods. This consistent performance across fund types was well-known to analysts through the
training process.



in the control group in the subsequent 3-6 months. We then examine the impact of algorithms on
analysts’ causal explanations using two approaches: (1) expert committee ratings of report quality
and (2) text-based analysis of explanations using natural language processing. We also validate
these internal expert committee ratings through a follow-up study with external financial advisors
who are the firm’s customers of the analyst reports and collectively manage $4.8 billion in total
assets. We find that their assessments significantly correlate with internal committee evaluations
across all dimensions, and that they indicate greater willingness to invest in funds that receive
higher committee ratings, conditional on the same rating.

We find that machine predictions significantly increased the likelihood that analysts changed
both their rating decisions and the causal explanations in their reports. However, we observe no
precise treatment effects on average on their decision or explanation quality. We find substantial
heterogeneity in treatment effects, suggesting that machine predictions impacted decisions and rea-
soning in opposite directions across decision types, especially for less experienced analysts. For new
analysts, machine predictions improved the accuracy of simpler (NAE) fund ratings but worsened
the quality of their accompanying explanations. For more complex (AE) funds, the opposite pattern
emerged: new analysts made less accurate decisions but provided more coherent causal explanations.
Experienced analysts were less affected by the intervention overall.

To understand the mechanisms behind these effects, we analyze the texts of analysts’ causal ex-
planations, their perceptions of machine predictions, and their responses to algorithm explainability.
We present suggestive evidence that analysts face a cognitive constraint in incorporating machine
predictions: they must trade off between accepting a prediction they cannot fully rationalize or
defaulting to their own predictions and explanatory models. Because machine predictions outper-
form analysts’ own forecasts on average, this results in a tradeoff between decision and reasoning
quality. Relying on machine predictions improves predictive accuracy but degrades their causal
explanations, while relying on one’s own model preserves narrative coherence at the cost of decision
quality.

This tradeoff is most acute for less experienced analysts. We find that they are more likely to
rely on machine predictions for simpler decisions—where prediction quality improves but explana-
tion quality deteriorates. In these cases, their reports are shorter, less technical, and less coherent,
suggesting limited ability to reason effectively when outsourcing prediction. By contrast, they rely
less on machine predictions for complex decisions and instead lean on their own explanatory models.

Qualitative evidence suggests that this prompted them to argue against the machine—challenging



specific Shapley-derived drivers and defending alternative interpretations, which may have improved
reasoning. Experienced analysts, in contrast, were better able to integrate machine predictions and
selectively incorporate machine-suggested features to sharpen their explanations. Taken together,
these findings suggest that machine predictions can improve decisions but also introduce a cogni-
tive burden on less experienced decision-makers, potentially undermining their ability to construct
coherent causal narratives—an essential aspect of expertise development, stakeholder persuasion,
and long-run organizational learning.

Our study contributes to growing research on algorithms and decision-making in organizations,
which has provided insight on how the use of algorithms affects firm decisions and performance
(Choudhury et al. 2020, Kim et al. 2024, Tong et al. 2021, Brynjolfsson et al. 2021). In this study,
we highlight how the use of algorithms may also affect how decision-makers reason about and explain
decisions, and suggest that algorithms may worsen their causal explanations even when improving
decisions. Unlike human decision-making — where causal reasoning often precedes and evolves
alongside the act of making a decision — machine predictions emerge from opaque, correlational
processes that analysts struggle to integrate into coherent causal narratives. This creates a funda-
mental tradeoff: algorithms may improve decisions while simultaneously deteriorating the causal
explanations that decision-makers provide, especially for those who are less experienced. These find-
ings suggest that organizations may need to be careful about using algorithms to support decisions,
even if they yield gains in the short-term.

Our study contributes to research on the critical role of domain expertise in enabling decision-
makers to engage with algorithmic outputs and the implications for skill development (Choudhury
et al. 2020, Lebovitz et al. 2022). We find that experienced analysts are better equipped to incor-
porate machine predictions, contextualize them within broader causal models, and integrate them
into coherent explanations. However, our results raise the possibility that widespread reliance on
algorithmic predictions may undermine the very processes through which such expertise is devel-
oped. The act of crafting causal explanations—forming hypotheses, interpreting outcomes, and
revising mental models—is not merely ancillary to decision-making but foundational to learning
and long-term skill development. When individuals rely on machine outputs without being able to
integrate them into their own causal reasoning, they may accumulate knowledge about what works
without understanding why it works, presenting challenges for organizational learning and expertise
development even when decisions improve in the short-run.

Finally, our study contributes to emerging research on explainable Al by providing empirical



evidence of a fundamental tension identified in the literature on human-Al collaboration. Algorithms
optimize their objectives based on correlations — a gap that becomes particularly problematic in
high-stakes settings like investment decisions where experts need to provide causal explanations to
stakeholders (Burkart and Huber 2021). We find suggestive evidence that algorithm explainability
may indeed help increase the usage of algorithms, even when it does not provide an accurate or
consistent explanation behind machine predictions. Our results suggest that explainability may be
a double-edged sword, as it can encourage the adoption of predictive algorithms by decision makers
who may be averse to machine predictions (Dietvorst et al. 2015, Allen and Choudhury 2022), while
simultaneously risking undermining their ability to construct coherent causal narratives, particularly
for less experienced users. Our findings could be driven by the particular feature attribution method
of explainability used in our setting, which is inherently based on correlation. As the explainable
Al literature continues to develop technical solutions for model transparency, future studies should
investigate how alternative explainability methods can support decision-makers in overcoming the

fundamental cognitive challenge of integrating machine predictions with human causal reasoning.

2 Causal explanations and machine predictions

2.1 The importance of causal explanations in strategic decision-making

Communicating causal explanations for decisions is a key component of strategic decision-
making. To execute on strategies, managers must persuade and justify their decisions to employees,
shareholders, and other stakeholders (Pfeffer 1981, Fiss and Zajac 2006, Helfat and Peteraf 2015).
When managers can clearly explain the causal factors underpinning their decisions, it can enable
stakeholders to see a logic behind decisions, thereby facilitating a shared vision, as well as their buy-
in and support for execution (MacLennan and Markides 2021, Ehrig and Schmidt 2021). Moreover,
well-articulated causal explanations provide a framework for managers to justify their decisions to
external stakeholders such as investors, customers, and regulatory bodies. By presenting a causal
logic for their strategies, managers can enhance the credibility and legitimacy of their actions. This
kind of causal reasoning has been found to be particularly important for firm performance in en-
vironments characterized by uncertainty and complexity, where the ability to convincingly explain
and justify decisions can be as crucial as the decisions themselves (Bettman and Weitz 1983, Pfeffer
1981). For example, even if a decision did not lead to superior performance, this may be attributed

to a bad draw due to uncertainty, and shareholders can trust the decision-maker because they



perceived the causal explanation behind the decision to be sound.

Additionally, causal explanations can reflect decision-makers’ theories about what drives value
creation, which has received increasing attention in strategy research as a key determinant of better
strategies (Felin and Zenger 2009, Csaszar 2018, Camuffo et al. 2020, Agarwal et al. 2023). Felin
and Zenger (2017) highlight that decision-makers with a unique and clear theory grounded in a
causal logic about what leads to superior performance — by providing a hypothesis on the assets,
knowledge, and activities that enable a solution for a particular problem — can craft better strategies
and superior firm performance. Similarly, Sgrensen and Carroll (2021) argue that all great strategies
are causal arguments with clear and logical reasoning. Effective strategic decision-making has been
also posited to involve theorizing and explaining of the impact of key factors on performance, a
process that resembles the elaboration and justification of initial beliefs through logical reasoning
(Felin and Zenger 2009). This process of theorizing involves not only the identification of factors
that influence performance, but also a detailed explanation of how these factors interact and lead
to specific outcomes. Causal explanations can thus represent contextualized statements for a focal
problem that can be derived from or embody the forward-looking theories that decision-makers

hold.

2.2 The impact of machine predictions on causal explanations

The integration of machine predictions into strategic decision-making processes presents new
challenges and opportunities. Agrawal et al. (2018) theorize that AI improves decisions by providing
improved predictions, which are complementary to human judgment especially under conditions
of uncertainty. Growing research provides supportive empirical evidence (Kleinberg et al. 2017,
Hoffman et al. 2018), suggesting that the use of machine learning algorithms can significantly aid in
decision tasks involving prediction. At the same time, recent work has highlighted that AI may not
always improve decisions in organizations, as it introduces unique challenges such as biases embedded
in data (Choudhury et al. 2020), opaqueness of Al “black boxes” (Lebovitz et al. 2022), and the need
to consider broader sets of objectives or preferences beyond the algorithm’s predictions (Kim et al.
2024). Recent meta-analytic evidence (Vaccaro et al. 2019) shows that human-Al combinations
often perform worse than the best of humans or Al alone, with significant heterogeneity based on
task type and Al performance relative to human performance.

Despite growing research on the impact of predictive algorithms on decisions, there has been less

insight on whether and how machine predictions affect the way that decision-makers causally explain



and reason through their decisions. Understanding this question is important, because providing
causal explanations has been posited as a key role that managers can play in a world of machines
(Deming 2017, Beck and Libert 2017, Luo et al. 2021).

Theoretically, the effects of machine predictions on causal explanations are ambiguous. On
the one hand, machine predictions have the potential to improve causal explanations. Building
on Agrawal et al. (2019) who highlight the complementarity between predictions and judgment,
Athey et al. (2020) argue that AI’s augmentation of human activities can be profit-enhancing in
complex decision areas, conditional on decision rights and aligned incentives. Moreover, by taking
over repetitive tasks, Al can ease the multitasking problem and thus free decision-makers to focus on
more cognitively complex tasks that require deeper thought, such as developing causal explanations.
This re-allocation of effort can lead to more effective use of time and cognitive capacity (Simon 1947,
Autor 2015, Agrawal et al. 2018, Camuffo et al. 2022). Grennan and Michaely (2020) similarly
suggest that when stock analysts need to juggle multiple tasks, being exposed to Al advancements
in their area of expertise redirects analysts’ attention to tasks complementary to Al, such as engaging
more with investors and working on more stocks, which raises the possibility that the use of machine
predictions may also potentially improve decision-makers’ causal explanations of their decisions by
reallocating their efforts to reasoning and communication.

On the other hand, using machine predictions may also worsen decision-makers’ causal expla-
nations. Dell’Acqua (2022) suggests that decision-makers may become complacent and reduce their
effort when working with algorithms, which may also potentially extend to reasoning about ex-
planations, instead of reallocating their efforts to enhancing them. The division of labor induced
by Al—Dby separating prediction from decision-making—may also lead to excessive modularization,
which has been theorized to diminish decision-makers’ understanding of complex systems (Siggelkow
2002, Ethiraj and Levinthal 2004, Billinger et al. 2014). This challenge may be particularly acute for
inexperienced decision-makers who may not have developed as deep an understanding, especially in
situations where causal explanations are inherently complex, leading them to be unable to develop
clear causal models or integrate machine predictions into the causal model they have in mind.

In sum, the development of clear, insightful, and persuasive causal explanations plays a funda-
mental role in strategic decision-making, as it is crucial for managerial rationalizing and strategy
execution in the face of uncertainty and complexity. Theoretically, using machine predictions as
decision aids presents both opportunities and challenges in developing causal explanations, and this

paper aims to explore these effects empirically as well as the mechanisms through which machine



predictions affect decision-makers’ causal explanations.

3 Experimental context and setting

3.1 Why study mutual fund analysts?

To examine the impact of machine predictions on causal explanations, we partnered with a
leading financial research firm headquartered in the United States to run an experiment across their
mutual fund analysts.

Mutual fund analysts produce reports that provide recommendations for investors, with insights
on the fund’s strategy, holdings, risk-taking, and performance in the context of changing market
conditions. Mutual funds are the predominant type of investment vehicle for U.S. households, with
52.3% of households (amounting to 68.7 million households) holding mutual fund investments in
2023. As of 2023, global mutual fund assets totaled approximately $65.5 trillion, with nearly 8,000
unique funds in the U.S. alone managing $18.9 trillion in assets (Board of Governors of the Federal
Reserve System (US) 2023). Given the large number of mutual funds and the variety of investment
strategies available on the market, investors seek analyst reports to better inform themselves about
potential funds to invest in, as well as their broader investment strategy.

Analyst reports contain two key components. The first component is a rating for the mu-
tual fund, which is the analyst’s recommendation on whether to invest in the fund based on their
forward-looking predictions of fund returns. This recommendation can be in the form of a binary
recommendation, or as a rating that scales between “not recommend” to “highly recommend”. Pre-
vious studies have shown that investors react to these mutual fund ratings, with higher-rated funds
attracting significantly higher net cash inflow compared to lower-rated funds (Sirri and Tufano 1998,
Gruber 1996, Goetzmann and Peles 1997), suggesting that the ratings decisions that fund analysts
make have broader implications beyond their own company to investors in the market and the
efficiency of the mutual fund industry.?

The second component of these reports is the analyst’s causal explanation for their ratings
decision. Analysts specialize in certain types of mutual funds and conduct in-depth quantitative

and qualitative research: in addition to tracking changing market conditions, analysts review the

3However, this is unlikely to introduce the concern that analyst ratings will have a direct impact on fund returns
within a short time frame. Fund managers construct portfolios of often a large number of assets. For funds that invest
in fixed income assets, the returns of the underlying assets cannot be affected by fund ratings. For actively managed
equity funds, a positive rating of the fund is unlikely to provide signals strong enough to affect the performance of
individual underlying firms within the portfolio, especially within a 3-month period.



fund’s investment strategy, documents issued by fund managers, as well as news articles that disclose
information related to the fund or its parent firm. They also interview fund managers and other
key decision-makers (e.g., managers at the parent firms, traders, and risk managers) to gather first-
hand information, cross-validate secondary information, and discuss any concerns. They then piece
together all of this research to provide a coherent reasoning to investors about what factors they
believe causally drive fund performance and the underlying reasons why they assigned the rating
they did for their forward-looking outlook on the fund.

These analyst explanations are generally valued more highly than the ratings themselves — by
investors as well as the broader industry of financial research companies who employ analysts. In-
terviews with analysts as well as industry reports highlight that client demand for fund research
is driven by the novel insights and “angles” or causal models they can glean from analyst reason-
ing to assess the fund, in hopes of better informing their investment strategies. Coherent causal
models portrayed by the analysts help persuade investors to incorporate analyst research into their
investment decisions. Studies have documented that analyst reports that provide better reasoning
to investors gain more visibility and receive larger market reactions (Bradshaw et al. 2021, Camp-
bell et al. 2019). The importance of causal explanations is also reflected in the way that financial
research is sold to clients. While all clients can view the ratings, only clients with premium sub-
scriptions have access to detailed analyst reports that offer causal explanations for these ratings.
In fact, while ratings can be provided for a larger set of funds, only a small subset—those covered
by analysts—include these causal explanations, leading companies to carefully select which funds
are in their analyst coverage. This has implications for analyst incentives as well. While analysts
generally do not have high-powered incentives, their career concerns are tied to the reputation they
can establish from their reports, which can provide them with better outside options (Cornaggia
et al. 2016, Kempf 2020, Lourie 2019). Star analysts may not always produce ratings that ac-
curately predict future outcomes, which represent a random draw from a distribution with high
variance. However, analysts can demonstrate their expertise and research capabilities by presenting
and explaining their causal models persuasively in their reports, which can account for key sources
of uncertainty regardless of what future outcome is realized.

Recent years have seen the growth of the global fund market, which has increased the sheer
number of mutual funds and subsequently the demand for fund analyst research. The total number
of global open-ended funds increased from 66,362 to 137,892 between 2007 and 2022, making it

impossible for research firms to cover the entire universe of funds. For example, the financial research
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company that we collaborated with for our experiment—one of the largest in the market—was only
able to cover about 10% of the mutual funds with their analyst research.

This has underscored the demand for analyst reports and the explanations contained in them, as
evidenced by qualitative interviews we conducted with financial advisors and wealth managers — the
primary consumers of fund analyst reports. They highlight how customers of these reports use and
actively integrate analyst explanations into their investment decision-making process, portfolio con-
struction activities, and client communication. The quality and depth of the analyst’s explanations
directly influence their willingness to recommend funds to clients, with practical implications for
real investment outcomes. Financial advisors state that analyst explanations are an “integral part
of [their| decision making process,” and highlight that they especially value analysts’ explanations

beyond facts and data points, which directly inform their evaluation framework:

“These recommendations aren’t just purely based on on performance, [...| there are
other reasons, too. Obviously, that’s why I'm looking at for their insights.”

“I'm looking more for what’s going on under the hood of the fund.”

“We've seen it again and again. |[Fund managers| go through periods where they could
do no wrong, and then they hit periods where they can’t get anything right. So
are they lucky, or are they skilled?”

In addition to supporting their investment decision-making process, analyst explanations are
used to communicate with their clients. Financial advisors emphasize that they can help explain
and justify investment decisions to clients, articulating that the value of third-party validation is

crucial for client conversations.

“It helps with investment decisions. If clients have a question, I will scan it to them, or
we’ll sit down and go over the report. ... It’s nice to have a 3rd party. I have my biases.
You have your biases. We all see the world differently.”

This increasing demand from clients, as well as the growing availability of data, has accelerated
the adoption of Al-related technologies in the financial research industry to help reallocate analyst
effort from prediction to explanations. Both incumbents and startups alike have invested in develop-
ing algorithms to perform analytical tasks that historically relied on financial experts, exploring how
algorithms can help evaluate financial securities based on big data analytics, leveraging available
quantitative data also from alternative sources (Bollaert et al. 2021, Grennan and Michaely 2020).

Large banks, including JP Morgan, Citigroup, and Deutsche Bank, were reported to have hired
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thousands of Al-related roles in 2023 to use Al to model risk and conduct data analytics (Shaw and
Gani 2023).

This context thus provided a unique opportunity to understand how the use of predictive algo-
rithms might affect decisions and causal explanations. The nature of this work shares many key
features with other kinds of complex knowledge work and strategic decision-making, where decisions
are forward-looking, complex, and made under uncertainty, with both a predictive component and
an explanation component to explain the causal reasoning—making it plausible that insights from
our study could potentially generalize to other similar settings that have often been challenging to

study empirically due to small sample or measurement issues.

3.2 Experimental setting and data

We collaborated with a leading company in the financial research industry to run an experiment
across all decisions made by their full set of mutual fund analysts globally (encompassing the US,
EMEA (Europe, the Middle East, and Africa), Asia, and Australia). It was at the forefront of
adopting Al-driven technologies to aid the process of financial research, having been one of the first
companies to launch financial research products leveraging predictive algorithms.

At the time of the experiment, the company had developed a machine learning algorithm to
help analysts make decisions on mutual funds, but had not yet rolled them out across analysts.
The algorithm was a tree-based model trained on analysts’ past decisions and all quantifiable data
that analysts reviewed to make their decisions, which included all available data except private
information collected by analysts, such as interviews of managers and any tacit knowledge ana-
lysts accumulated from experience (e.g., the style of fund managers and who may be prone to
over-optimism). The firm had closely monitored the algorithm’s performance since its development
and reported that the algorithm clearly separated over- and under-performing funds into categories
following the company’s rating methodology: highly-recommended funds outperformed their cat-
egory average by about 1%, and not-recommended funds underperformed their peers by 1% over
a 12-month period following the rating. After a few years of observing the performance of algo-
rithmic ratings, piloting changes, and back-testing them to ensure their high level of quality, the
firm decided to introduce these machine predictions as a decision aid for analysts. While analysts
had not previously used predictions from these algorithms, they were continuously updated on their

development and informed of their methodology and overall quality.*

4 Analysts were continuously updated on these algorithms over several years, so we do not expect any anticipatory
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We collaborated with the firm at this juncture to randomize the provision of machine predictions
across analysts, which provided a unique opportunity to measure how analysts’ decisions and causal
explanations changed when working with machine predictions.

Decisions: we collected all analysts’ fund rating decisions between April 6, 2021 and January
19, 2022, which covered 1,780 rating decisions in total. Mutual fund analysts at the firm specialized
in certain asset classes (e.g., equity, fixed income), but covered funds both inside and outside of their
specialization, which was pre-determined by managers and could not be changed spontaneously by
analysts. For each fund in their coverage, analysts updated their decisions on the fund’s ratings at
least once every year. Because these ratings were forward-looking in nature, we also collected data
on these funds’ returns in the subsequent three months and six months, respectively, which enabled
us to assess these decisions by evaluating the extent to which funds recommended by analysts
provided higher risk-adjusted returns on average in the months that followed.

Causal Explanations: we collected a measure of the quality of analysts’ causal explanations
between April 6, 2021 and January 1, 2022.° Explanations for decisions are rarely articulated or
observable in full in practice, and generally difficult to assess according to stakeholders who would be
relevant for the decision. In this company, all analyst ratings and reports had to be approved by an
internal expert committee before they could be released publicly, which provided us with a unique
opportunity to collect a measure of explanation quality. All committee members were blind to the
experiment and assignment to treatment, and the evaluation criteria used by the committees stayed
constant throughout this period without any changes. The committees evaluated analysts’ causal
explanations for each of their fund rating decisions by answering the following questions on a 1 to 10
scale: (1) How would you grade the analyst’s knowledge of the strategy? (2) How would you grade
the analyst’s reasoning behind the ratings? Committees were composed of one to four experienced
analysts who managed these teams and held director-level positions. Single member committees
were the most common, evaluating 78.48% of all rating proposals. Committees with two, three, or
four members evaluated 15.79%, 5.56% and 0.16% proposals, respectively. The composition of the
committee members varied from fund to fund, and was constructed based on committee members’
expertise and availability. For each fund rating submitted by an analyst, we standardized evaluator

scores and averaged them across the committee. Appendix Section A.1 provides two examples of

effects in the months during the experiment.

®0On January 1, 2022, the company decided to remove the requirement for internal review committees to provide
explicit scores in order to reduce their workload, which meant that they only provided approval decisions and feedback
comments back to analysts from this date onwards. This provided us with 1,313 reasoning scores from committees.
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these reasoning scores accompanied by the summary section of the corresponding analyst reports,
contrasting a report that received a high reasoning score (example 1), with another that received a
low score (example 2).

In addition to these reasoning scores, we collected text and survey data to capture richer mea-
sures of analysts’ causal explanations. We use the full text of analyst reports, which provide us with
direct insight into how their causal explanations changed. Furthermore, when analysts submitted
each rating decision and report, they listed the causal drivers that drove their decisions in a survey
built into the workflow, which allowed us to capture the number of key factors they proposed as
driving their decision. We also leveraged large language models (LLMs) to extract causal statements
from the text of analysts’ reports. We conducted in-context learning in GPT-4 to identify causal
statements across the reports, decomposing each extracted statement into its cause and effect (see
Appendix II1.2 for examples of the causal statements extracted). In addition to these measures,
we directly analyzed the text that analysts wrote in their reports, using various natural language
processing techniques to evaluate the length, readability, and coherence of the text. We used two
widely used readability measures, Flesch-Kincaid and Coleman-Liau, both of which provide a de-
creasing measure of readability (the higher the score, the more difficult it is to read, associated with
a higher grade level of education). The Flesch-Kincaid grade-level score factors in both the number
of words in sentences and the difficulty of words based on the average number of syllables per word
(Kincaid et al. 1975). The Coleman-Liau index provides an alternative measure based on sentence
length and the number of characters per word to approximate readability (Coleman and Liau 1975).
Finally, we computed a coherence score based on the coherence of topics discussed in the reports
using topic modeling (Roder et al. 2015).

Perceptions of machine predictions: we collected data on analysts’ perceptions of machine
predictions for those assigned to treatment. For each fund, analysts assigned to treatment rated on
a scale of 1-10 how accurate they found the machine prediction to be and the extent to which it
contributed to their decision.

We observed each of these measures across all decision-makers and decision types across the
company, which spanned a range of analyst experience and decision complexity. The tenure of
analysts in the company ranged from 0 to 29 years, with approximately 25% of analysts with more
than 10 years of experience in the firm. An important distinction in the company was whether
analysts were new to the firm, as the company had a unique methodology and new analysts had to

undergo substantial training to learn how to evaluate mutual funds according to this methodology.
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The type of decisions analysts made also varied in terms of their complexity based on the fund
type, providing variation on decision complexity, a key attribute of strategic decisions (Csaszar
2018). For each fund, analysts assessed the quality of the fund’s management team and the fund’s
investment strategy. Evaluating the team behind the fund included assessing elements such as the
ability and experience of the managers, the availability of supporting resources, conflicts of interests,
risk-taking tendencies, and fit with the investment strategy. Evaluating the fund’s investment
strategy involved assessing whether the fund had distinct investment processes that were clearly
defined and consistent with the investment process and performance objective, and that produced
standout results in a systematic and sustainable way.

This decision process was typically more complex for active equity funds compared to all other
fund types, a key distinction made by the company. Active equity (AE) funds are portfolios of
stocks actively managed by fund managers, meaning that the fund’s managers and investment
strategy change more substantially and frequently, the returns tend to be more volatile, and there is
a lot of information and news coverage about the stocks in the portfolio that drives these changes.
Non-active equity (NAE) funds include passive equity funds, fixed income funds, allocation and
alternative funds. These funds change less over time in terms of their management and strategy
attributes, and thus generally involve assessing how the market has changed since the last rating
update and what this might mean for the performance of the fund. AE funds require extensive
analysis for each rating update, to understand and evaluate changes in the team, investment philos-
ophy, strategy, risk-taking, resources, and execution. Analysts also analyze the portfolio holdings
of funds using extensive databases and analytical tools to evaluate each of these changes relative to
other similar funds and how they might perform in the current market environment. Decisions on
AE funds thus tended to be more complex compared to NAE funds, which we refer to as “complex”
(AE) versus “simpler” (NAE) funds henceforth in the text. Importantly, although analysts have
a primary fund type that they specialize in, they cover both simpler and complex funds due to
capacity and legacy reasons.

These differences in the complexity of analysis do not indicate that ratings decisions or causal
explanations on simpler NAE funds are less important than complex AE funds for the company or
its client investors. Passive investment has been on the rise in the past decades due to their relative
low cost and higher risk-adjusted returns compared with active investment on average. Assets
under management by passively managed US mutual funds and exchange traded funds amount to

$13 trillion, which overtook their actively managed counterparts for the first time in December 2023
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(Schmitt 2024). The simpler NAE funds that analysts were assigned to cover were thus carefully
selected to help guide investors in navigating their choice of investment vehicles among these growing

set of choices.

3.3 Descriptive analysis on causal explanations

At baseline, causal explanations that received higher reasoning scores identified fewer key causal
drivers behind the rating to explain and justify the decision (Figure A.1 (b)). Because possible
drivers are numerous, spanning more than fifty high-level categories, the primary goal of the ex-
planation in the analyst report was to pare down the list of drivers to identify ones that mattered
most, which could take considerable effort. We observe this pattern across both simpler and com-
plex funds (Figure A.3). On average, experienced analysts received higher reasoning scores on their
causal explanations (Figure A.1 (a)).

We also find that better decisions and causal explanations show a positive correlation at baseline.
Recommended funds accompanied by explanations with lower reasoning scores were less likely to
observe higher risk-adjusted returns compared to non-recommended funds, whereas recommended
funds with higher reasoning scores were more likely to observe at least as high returns compared
to non-recommended funds (Figure A.1 (d)) — suggesting a positive association between the perfor-
mance of ratings decisions and reasoning scores.

We also observe that conditional on being recommended, ratings with causal explanations that
received higher reasoning scores were marginally more likely to induce higher fund inflows from
investors one month after the publication of analyst reports (Figure A.15(a)), suggesting that these
reports were more persuasive. Similarly, conditional on being not recommended, ratings with causal
explanations that received higher reasoning scores induce higher fund outflows from investors ((Fig-

ure A.15(b)).

3.3.1 Robustness check on reasoning scores

We also conducted a mixed-method evaluation consisting of an experiment and qualitative in-
terviews to validate our internal expert committee’s reasoning scores. This involved 16 professional
financial advisors (median age 59 years, 75% with over 21 years of tenure) who collectively man-
aged approximately $4.8 billion in assets — representing the firm’s most sophisticated institutional
investor client base, recruited through our partner company’s consumer service vendor.

Participants each evaluated four randomly drawn analyst reports from a pool of 20 analyst
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reports on US equity funds that all received the same analyst rating, suggesting that the analysts
highly recommended these funds to investors (see Appendix Section A.2 for full details). Controlling
for the rating decision, these reports varied in the reasoning scores assigned by the internal expert
committee, and asked participants to assess the analyst’s explanations on dimensions including
usefulness, clarity, demonstrated knowledge, and logical reasoning, before stating their likelihood to
invest in the fund recommended by analysts. The fund names and identifiers were masked so that
participants could not search for more information about the funds. Importantly, participants were
not provided with the internal expert committee’s reasoning scores for the reports.

Following the evaluation, advisors participated in semi-structured 30-minute interviews explor-
ing how they value and use analyst explanations in practice. Figure 1 and Table 1 show that external
experts and internal expert committees are highly aligned with how they evaluate analyst explana-
tions along all dimensions. “Low quality explanations” indicate reports that received below-median
reasoning scores from the internal committee; “high quality explanations” indicate those that re-
ceived above-median reasoning scores. We observe that external financial advisors are significantly
more likely to find reports that received higher scores from the expert internal committee to be
more knowledgeable, logical, useful, and clear, and indicate a higher likelihood of investing in these
funds.

Furthermore, qualitative interviews following the experiment emphasized the importance of an-
alyst knowledge and causal reasoning in these reports — the two dimensions assessed by the internal

expert committee to construct reasoning scores. One advisor highlighted,

“There’s a lot of opinions in this thing and that’s great. I don’t mind opinions. I just
don’t want those opinions to be oxymorons or just filling air.”

Another underscored the importance of a clear and well-reasoned argument that helped them

understand the logical progression from data points to conclusions.

“T like more of a logical layout with a progression of flow and justification for choices
made by the manager. ... More information, but condensed in a more concise way and
presented in a logical flow.”

Specifically, advisors highlighted that they sought analyst explanations to provide insight into which
key factors matter most and the reasoning behind their prioritization, in line with the patterns we

observe that analyst reports with higher reasoning scores report fewer causal drivers.
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“Are they all equally weighted? Are they all equally important? I kind of feel like
maybe momentum isn’t as important if the rest of things are through the roof. Are
these (factors) weighted differently? And if so, I'd like to know which is the least
important. Say, with values the most important, or qualities most important and low
volatility being the least important.”

Together, these results provide additional support that validates the generalizability of the in-

ternal review committees’ evaluation of analyst explanations.

4 The machine prediction experiment

4.1 Experimental design

The experiment ran across all 97 mutual fund analysts at the company globally. We randomly
assigned half of the analysts (48) to treatment, which provided them with machine predictions on
ratings. Half of this treatment group additionally received a figure that provided some algorithm
explainability. We implemented the experiment for 6 months from July 18, 2021 to January 19,
2022 and observed a total of 1,780 decisions.

Before the experiment, analysts made decisions without any algorithmic aids. They conducted
research using an internal corporate web interface, which displayed information relevant to fund
analysis and provided links to other databases (Figure A.2). The top of this interface highlighted
the most recent rating that was assigned for that fund, and several tabs of subpages provided data
on the fund’s historical performance, fee structure, and details about the fund management team
and the parent firm. Analysts analyzed this data along with others that they collected on their own
(e.g., via interviews) to assess the fund strategy and its potential to outperform its peers. They
then synthesized this analysis to rate both the team of fund managers and the process/strategy
of the fund, which were then aggregated along with other metrics to classify the fund into one of
five categories displayed to investors indicating its investment quality — the top three of which were
considered to be “recommended”, and the bottom two which were not recommended.® The final
aggregate rating constituted whether this fund was shown to carry their recommendation. Analysts
then elaborated on their reasoning in a report that provided an explanation with relevant analysis
on reasons driving the rating decision. These were all submitted via the corporate interface, which
were then reviewed by an internal expert review committee, who was blind to the experiment as

well as analyst assignments to treatment. The composition of the committees varied from fund to

6 Analysts observed an aggregated rating and adjusted their sub-ratings accordingly until a final decision is made.
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fund, and was constructed based on committee members’ expertise and availability.

Within this context, analysts were randomly assigned to one of three experimental groups:
(1) a control group, who made decisions according to business-as-usual; (2) a treatment group who
received machine predictions on ratings; and (3) a treatment group who received machine predictions
on ratings with some form of algorithm explainability. The control group saw no changes on the
interface and made decisions as usual (Figure 2 (a)). Analysts assigned to either treatment group
were shown an additional line of information at the top of the interface that provided a machine
prediction for the fund’s current rating, which was displayed above the last assigned rating for the
fund (Figure 2 (b)). Treatment 1 provided machine prediction only, while Treatment 2 additionally
provided a figure that highlighted the ten key features that contributed most to the algorithm’s
prediction for that fund (Figure 2 (c)).7 This explanation was based on Shapley values, a concept
developed in the computer science literature as one method for “explainable AI”, using cooperative
game theory to determine the average marginal contribution of each feature value across all possible
values in the feature space (Lundberg and Lee 2017). These treatments were extensively tested
and piloted with a small group of key stakeholders at the company, which included the team that
managed the interface, the team that developed the algorithm, the head of investment analysis, and
directors of research teams who managed analysts and previously were senior analysts themselves.

Half of the analysts were randomly assigned to control, and the other half to one of the two
treatment conditions, using stratified randomization. We stratified on the fund type that they
specialized in and analyst tenure. The randomization was coded into the backend of the corporate
interface, which enabled us to estimate intent-to-treat effects. Analysts rated and published a total
of 1,137 funds during the experimental period, averaging approximately 2 funds per analyst per
month on average.

As analysts covered different funds individually, the nature of their work did not involve col-
laboration, and all analysts worked independently. We did not expect non-compliance, as random
assignment was coded in the backend of the corporate web interface, and fully controlled what was
shown on the interface for the analyst. However, it is possible that analysts may not pay attention
to the treatment intervention, which would bias us against finding a treatment effect. The exper-
iment was implemented during the Covid-19 pandemic, when all analysts worked from home and

individually accessed the corporate interface — further limiting the likelihood that other analysts

"These features were common fund attributes that all analysts were familiar with, such as the fund’s fees, its past
performance, and fund age.
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could observe different versions of the interface. The interface was also actively undergoing develop-
ment during this time, which meant that analysts were aware that certain features were becoming
available at different times across different funds. Given these contextual details, we and the key
managers at the company did not expect substantial spillover effects across analysts to drive poten-
tial treatment effects. Since the machine predictions are specific to each fund, even if analysts in
the control learned about others in the treatment group, they would not have access to the machine
predictions of the funds they were assigned to work on.

As expected by randomization, experimental groups were well-balanced across baseline indicators
(Table 2). We observed no attrition among analysts, and recorded the published rating decisions
of all 1,780 funds. However, the number of observations varied across outcomes for two reasons.
First, the company stopped collecting all reasoning scores starting January 2022 — resulting in a
total number of observations of 1,313 for reasoning scores. Second, for fund returns, the sample
size was reduced from 1,780 to 1,668 because of missing data on risk-adjusted fund returns. This is
because funds lacking complete 36-month return histories cannot have their risk-adjusted returns
estimated. This should not bias our treatment effects, since for reasoning scores it means that we
simply collected data on both groups for a shorter number of months, and for fund returns, the
availability of prior 36-month data should not correlate with treatment given the randomization.
Indeed, the share or number of missing data for any of these outcomes does not vary between

experimental groups (Table 3).

4.2 Econometric specification

To evaluate how machine predictions affect analyst decisions and causal explanations, we run

the following difference-in-difference specification as our base model as pre-registered:

Yirt = aTreat;py + BPostip x Treat;py + yPostipe 4+ 05 + 1 + €t (1)

yift is the outcome of interest for fund f evaluated by analyst ¢ at month ¢, which includes: (1)
a binary indicator of whether the analyst decided to change the fund’s currently assigned rating; (2)
the reasoning score for the analyst’s causal explanation for the ratings decision as assessed by the
internal expert committee; (3) the number of self-reported decision drivers that drove the analyst’s
decision; (4) the number of causal statements identified in the analyst report. T'reat;y is an indicator

variable that takes value 1 for analysts assigned to treatment (pooling across both treatment groups)
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and 0 otherwise. Post;s; is an indicator variable that equals 1 for the experimental period and 0
otherwise. While fixed effects are not necessary for identification given that treatment is randomly
assigned, we run this specification with randomization strata (6;) and month (1) fixed effects to
account for any random differences across experimental groups and soak up noise.® We cluster
standard errors at the analyst level, which is the unit of randomization.We additionally estimate p-
values based on randomization inference to all main regression analysis. The randomization inference
approach, which does not rely on asymptotic assumptions, is particularly well-suited for analyzing
data from randomized experiments with small samples (Athey and Imbens 2017). Our findings
remain qualitatively unchanged and fully consistent when applying the randomization inference
approach.

5 identifies the treatment effect of providing machine predictions, which is the main coefficient
of interest. We also use the same specification with separate indicators for each treatment group
to compare the two treatments and assess the impact of providing explainability for algorithmic
predictions. The key identifying assumption is that analysts assigned to treatment did not have
systematically different trajectories of rating decisions and reasoning compared to those in the
control group for reasons other than the algorithmic prediction treatment, which was randomized.

We then evaluate whether machine predictions led to better decisions by assessing the extent to
which analysts’ recommended funds observed higher risk-adjusted returns in the months following
their ratings decision. We evaluate fund returns over a three- and six-month period, using a monthly
time series of fund return data from Morningstar Direct and the Center for Research in Security
Prices (CRSP) Mutual Fund Database. Following the accounting and finance literature on ratings
and fund returns, we calculate risk-adjusted returns to account for variation in risk-taking across
funds, using the benchmark Fama and French (2015) five-factor model. We estimate factor loadings
by running 36-month rolling regressions where each fund’s excess returns over the prior 36 months
are regressed on the relevant factor returns. The factor loadings are then used to adjust the raw
monthly return data to estimate risk-adjusted returns. We also run the Fama and French (1993)
three-factor model and the Carhart (1997) four-factor model to check the robustness of our results,

which provide consistent results across risk-adjustment methods.

8Results using alternative model specification using analyst fixed effects instead of strata fixed effects are reported
in Appendix Table A.34, Table A.35, Table A.36, and Table A.37 to assess whether the observed effects are driven
by within-analyst variation. The inclusion or exclusion of analyst fixed effects does not affect identification, given
that the randomized assignment is at the analyst level. The results remain fully consistent with the main model
specification with strata fixed effects. The estimates for reasoning scores are noisier, likely due to the smaller sample
size for this outcome. When treatment is randomly assigned with strata, strata fixed effects generally yield the most
statistically efficient estimates (Imbens and Rubin 2015).
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rire = a1T'reat; s + yPost;p; + vRecommended; s
+B1Treat; gy * Post;fy + foTreat;s x Recommended; sy 4+ B3 Post; g  Recommended, f
+B84Treat; s * Post;ry x Recommended, t

+p x FundAgey, + o x FundSizey + 05 + 1 + €4

We regress these risk-adjusted fund returns on a variation of specification (1) above, which in-
cludes interactions with a binary indicator of whether a fund was recommended by the analyst.
Recommended;y; is an indicator variable that takes value 1 when a fund is recommended by the an-
alyst and 0 otherwise. Following best practices in the finance and accounting literature (Armstrong
et al. 2019), we also control for key fund-level characteristics, fund age and fund size (proxied by
net assets). (4 identifies whether recommended funds by analysts randomly assigned to treatment
observed higher fund returns compared to those recommended by analysts assigned to the control
group.

In addition to average effects, we explore heterogeneity in treatment effects for all outcomes
by interacting binary indicators of pre-registered variables. We focus on two key dimensions of
heterogeneity: fund type, which determines the complexity of decision-making that analysts engage
in, and analyst experience, which is associated with domain expertise. For fund type, we use a binary
indicator for complex funds, which represent 45.35% of all fund decisions during the experimental
period. For analyst experience, we use a binary indicator that equals 1 for new analysts with less
than three years of experience, and 0 otherwise. We use this cutoff as analysts were promoted to

an official “analyst” position from the associate level within three years on average.’

9We check the robustness of our analysis with experience as a continuous measure and reported these results in
Appendix Table A.42 and Table A.43. We find fully consistent results as in our main tables (Table 4 and Table 5).
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5 The impact of machine predictions on decisions and causal ex-

planations

5.1 The impact of machine predictions on decisions

To assess whether analysts considered machine predictions in their decisions, we first examine
whether treatment impacted analysts’ likelihood of changing the rating assigned to the fund.'® This
analysis serves as a manipulation check for us to know that treatment indeed had an impact on
analysts’ rating behaviors: if they are more or less likely to change the fund rating as a result of
being randomly assigned to receive machine predictions, this suggests that the treatment had some
effect on analyst behavior. Table 4 Panel A Columns 1-4 show estimates of the average treatment
effect across different specifications, with Column 4 showing that analysts randomly assigned to
receive machine predictions were on average 8 percentage points more likely to change the fund
rating (p-value=0.01), a 71% increase over 11% of rating decisions that were changed in the control
group at baseline. This suggests that machine predictions had a fairly large impact on analyst
decisions, as they induced a change in the assigned fund rating. The estimated treatment effect
does not vary significantly across decision type or analyst experience (Table 4 Panel A Columns 5-
6), suggesting that analysts largely responded to the machine prediction treatment. This treatment
impact is unlikely to be driven solely by the fact that analysts receive a rating to anchor on, because
all analysts in both control and treatment groups were provided with the live analyst rating for the
fund that they assessed, which represents an analyst-generated prediction for all funds.

We then explore the extent to which machine predictions improved decisions, by evaluating
the risk-adjusted returns of analysts’ recommended funds in the months that followed. To analyze
whether treated analysts’ ratings performed better, we compare whether the risk-adjusted abnormal
returns of funds that treated analysts recommended were higher compared to those of the control

1

group.!!  Column 1 of Table 4 Panel B shows that on average, funds recommended by treated

analysts outperformed those of analysts assigned to the control group by 0.89 percentage points (89

10The live rating is generally assigned one year previously. It is worth noting that changing the live rating has also
been seen as requiring more confidence: analysts are more likely to maintain the status quo unless they have enough
confidence that this update is correct (Fernandez and Rodrik 1991, Samuelson and Zeckhauser 1988).

"We follow the finance literature in analyzing risk-adjusted abnormal returns, which allows us to determine the
performance of a financial asset or portfolio when compared to the overall market or a benchmark index. It has been
used to help identify an investor’s skill on a risk-adjusted basis, finding that high-skill investors consistently generate
positive risk-adjusted returns (Soydemir et al. 2014, Bach et al. 2020). Studies in accounting and finance have also
analyzed risk-adjusted returns to evaluate the performance of mutual fund ratings (Armstrong et al. 2019, Ertugrul
and Hegde 2009, Luo et al. 2015), as ratings that better predict future fund returns generate more profits for investors
who build their portfolios following these ratings.
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basis points), but this estimate is not significant (p-value=0.77). On average, funds recommended
by analysts assigned to the control group observed returns of -4.5%.'2

These average effects mask some heterogeneity in treatment effects, which appear to vary de-
pending on the type of decision involved — improving simpler decisions while worsening more complex
ones. Simpler funds recommended by treated analysts observed 9.9 percentage point higher returns
(p-value < 0.001) compared to those in the control group — suggesting that these simpler decisions
improved as a result of using machine predictions. In comparison, the treatment effect estimate
on the returns of more complex funds recommended by analysts was 16.8 percentage point lower
(p-value=0.002).

Moreover, the treatment effect appears to be driven by new analysts with less experience. For
those assigned to treatment, simpler funds recommended by new analysts observed 11.6 percentage
point higher returns (p-value = 0.002) compared to those in the control group, and more complex
funds recommended by new analysts observed 16.8 percentage point lower returns comparatively
(p-value=0.04). Treatment effects are more attenuated and less precisely estimated for experienced
analysts for both simpler and more complex decisions, with interaction coefficients in the opposite
direction compared to new analysts for each decision type.

These treatment effects remain qualitatively robust when analyzing fund returns within 6 months,
though attenuated (Table 4 Panel B Columns 4-6). The attenuated fund returns result within 6
months do not necessarily suggest that the treatment effect dissipates over time. Fund returns
become more volatile and subject to a larger number of economy-wide factors in the longer run and
become more challenging to predict, which is partly why investment research firms often seek to
update ratings more frequently.

These treatment effects remain qualitatively robust with alternative model specifications that
include analyst fixed effects (Appendix Table A.34), and split sample analysis (Appendix Table
A .46-A.49).

5.2 The impact of machine predictions on causal explanations

We perform textual analysis on analyst reports to assess whether machine predictions affect how
treated analysts write their reports. Similarly to our “Change Rating” measure, we trained a Light

Gradient Boosting Machine (Light GBM) model with TF-IDF vectorization to evaluate whether the

12This is not atypical: the literature documents negative fund risk-adjusted returns on average, net of expenses
and trading costs (Barras et al. 2010, Carhart 1997, Jensen 1968).
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treatment condition to which an analyst was assigned could be predicted from the analysts’ writing
alone. If so, this would provide additional evidence that the machine predictions changed the way
analysts make decisions and provide causal explanations. Our analysis indeed reveals that reports
written by analysts in treatment and control groups are significantly different in their linguistics.
Figure 3 shows that we can classify reports into treatment conditions with an accuracy rate of 85%
using a standard TF-IDF model, suggesting that analysts write differently when they have been
assigned to receive machine predictions. This classification accuracy is particularly high for reports
written by new analysts evaluating complex funds, reaching an accuracy rate of 90%.

We next evaluate how machine predictions affected analysts’ causal explanations, and find treat-
ment effects to be in the opposite direction from decisions. Figure 4(a) and Table 5 Column 1 show
that average treatment effects on reasoning scores are not economically or statistically significant
(Kolmogorov-Smirnov test p-value=0.336; p-value=0.94). Confidence intervals on these estimates
are quite wide, ranging from -0.3 to 0.3 standard deviations in either direction, making it difficult
to rule out large effects.

We again find that treatment effects vary by decision type and analyst experience. However, in
contrast to the treatment effect on decisions, machine predictions slightly worsened the reasoning
scores of analysts’ causal explanations for simpler decisions, while improving their explanations for
complex decisions (Figure 4(b) and (c)). Treatment appears to have shifted the distribution of scores
in both cases (Kolmogorov-Smirnov test p-values: 0.002 and <0.001, respectively). On average,
differences are less precise (Table 5 Column 2) but similar directionally: algorithms deteriorated
the reasoning for simpler decisions — which improved — by 0.12 standard deviations (p-value=0.6),
while improving the reasoning of more complex decisions — which relatively worsened by 0.3 standard
deviations (p-value=0.4).

These treatment effects are more precise when further separated by analyst experience, suggest-
ing that new analysts were again more likely to be impacted. Figure 4(d)-(g) shows that treatment
effects appear to be driven most by new analysts, whose reasoning for simpler decisions worsened,
while it improved for complex decisions (Kolmogorov-Smirnov test p-values = 0.015 and < 0.001
for new analysts; 0.09 and 0.572 for experienced analysts, respectively). Similarly, Table 5 Columns
3-4 show that causal explanations of new treated analysts received approximately 0.7 standard de-
viations lower reasoning scores on simpler decisions relative to control analysts in the experimental
period (p-value=0.06). In contrast, new analysts were more likely to see their reasoning scores

improve on more complex funds, observing a 0.9 standard deviation higher treatment effect (p-

25



value=0.02) — even though they were more likely to make worse rating decisions. For both decision
types, more experienced analysts were again less impacted, with attenuated coefficients in the oppo-
site direction. While we observe a weaker impact of machine predictions on experienced analysts, it
is also possible that reasoning scores for experienced analysts varied less if review committees were
less sensitive to differences in explanations by experienced analysts given their reputation—which
we cannot fully tease apart empirically. Columns 4 and 5 of Table 5 include committee fixed effects,
with Column 5 restricting to reasoning scores by single member committees, which approved the
majority of ratings during this period, thus providing more precision when including committee
fixed effects.!3

In addition to reasoning scores, we analyze the text of analysts’ reports to better understand
how their causal explanations change (Table A.2).!% We use natural language processing tech-
niques to evaluate the readability and coherence of the text, and find directionally similar effects
as reasoning scores, though less precise. Treated new analysts produced causal explanations with
lower readability and coherence on simpler funds, while showing higher readability and coherence on
more complex funds, suggesting that they used more precise technical language and showed higher

consistency in logic, in line with their higher reasoning scores.

5.3 The impact of algorithm explainability

Finally, we evaluate how algorithm explainability affected analysts’ decisions and causal ex-
planations, and observe limited differential effects (Appendix Figure A.8, Table 6). Across all
outcomes, estimates for the explainability treatment are generally qualitatively similar to those for
the treatment without explainability, across both average and heterogeneous effects.

However, Figure A.12(c) suggests that explainability generally increased the perceived contri-
bution of machine predictions. Moreover, explainability increased reliance on machine predictions
especially among experienced analysts, who generally tended to rely less on machine predictions
overall, consistent with prior studies (Allen and Choudhury 2022, Kim et al. 2024).'5

It is important to note that our results may reflect the limitations of the method chosen by

the firm rather than the overall ineffectiveness of explainability. The Shapley values (a feature

13Committees with a single reviewer evaluated 20.6 ratings on average, while committees with two reviewers
evaluated an average of 3.7 ratings, and committees with three and four reviewers evaluated 1.4 and 1 ratings on
average, respectively.

Y This current draft includes results on all published reports for U.S.-based funds.

151t is worth noting that our broader findings are also in line with recent studies that challenge the benefits of
creating explanations for black-box models (Vaccaro et al. 2019), and raise concerns that such practices may in some
cases do more harm than good (Rudin 2019).
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attribution method often referred to as SHAP) used in our setting are one of the most widely
adopted methods at the frontier of research on explainable Al so far by scholars and engineers in
practice (Lundberg and Lee 2017), which seek to provide a practical way to offer goal-oriented,
teleological explanations to inherently uninterpretable algorithms (Tomaino et al. 2020). More
importantly, the issue may be the lack of true explainability in Shapley values, especially given
recent advances in AI'® Numerous alternative explainability methods exist, such as rule-based
surrogates and counterfactual explanations, each with distinct strengths and limitations (Burkart
and Huber 2021). Alternative explainability methods should be investigated in future studies to
understand how they may bridge the tension between algorithmic optimization based on correlations
and human needs for causal understanding.

Together, our results suggest that while algorithms can help improve the decisions that they aid,
they may deteriorate the causal explanation behind the decision and possibly introduce a tradeoff
between the two. The findings raise the possibility that organizations may face a key challenge as
they use algorithms to support managerial decisions, especially for less experienced managers. For
those who make simpler decisions, algorithms may worsen their reasoning even when they improve
the decision, while for those who make more complex decisions, algorithms may worsen decisions
even while improving the reasoning behind them. The findings suggest that even when explanations

are provided, the fundamental cognitive challenge remains.

6 Mechanisms

Our results reveal a striking tradeoff: machine predictions improve decision quality but degrade
explanation quality for simpler decisions, while improving explanations but worsening decisions for
complex ones. What might explain this pattern?

We propose that this tradeoff may reflect a cognitive integration challenge, in which analysts
must reconcile machine predictions—often opaque and unfamiliar—with their own mental models
to construct coherent explanations. When presented with machine predictions, analysts face a
fundamental dilemma: either incorporate a forecast they do not fully understand and construct a

post hoc explanation around it, or rely on their own forecast and causal model, which they can

16\Machine learning algorithms are black boxes that are difficult, if not impossible, to fully explain. The tension
between how algorithms operate and how humans make decisions is well-established in the explainable AI literature
(Burkart and Huber 2021): algorithms can only optimize based on correlations, while humans need to understand
and explain decisions by discovering causal dependencies. This gap becomes particularly problematic given the value
and importance of causal explanations in our research setting.
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explain. When machine predictions outperform analysts’ own forecasts, this dilemma produces
a tradeoff: incorporating the machine prediction improves decision quality but weakens causal
reasoning; relying on one’s own model results in worse decisions but more coherent explanations.
If analysts are more likely to adopt machine predictions for simpler decisions, then this would help
explain our results: relying on machine predictions improves these simpler decisions while worsening
their explanations, and have the opposite effect for more complex decisions, where analysts rely on
their own predictions and models.

We find some evidence consistent with this explanation. Survey questions built into the analysts’
workflow provide insight into their perceptions of machine predictions and how they contributed to
their decisions across decision type and analyst tenure. We observe that treated analysts reported
greater reliance on machine predictions for simpler decisions than for complex ones (Figure A.12(a)).
The standardized mean perceived contribution of machine predictions was 0.14 for simpler decisions
(95% CI: 0.02, 0.26]) and -0.19 for complex decisions (95% CI: [-0.32, -0.07]), a statistically signifi-
cant difference. This suggests that explanation quality deteriorates when analysts rely more heavily
on machine predictions.

Moreover, this mechanism suggests that new analysts should struggle more with developing
post hoc causal explanations when relying on machine predictions, as they lack experience in both
forecasting and constructing causal narratives. Their inexperience is likely to make it more difficult
for them to integrate multiple perspectives to develop a post hoc explanation, exacerbating tradeoffs
between decisions and explanation quality: when they rely on machine predictions, their decisions
are more likely to improve, but their explanations are also more likely to worsen— especially compared
to relying on their own predictions and explanations.

We find evidence consistent with this interpretation. First, we observe that the negative effects
of machine predictions on explanation quality is concentrated among new analysts (Figure 4(d)).
Second, Figure 5(d) and Table 7 Column 3 show that treated new analysts working on simpler
decisions identify more causal drivers, failing to narrow down key factors—a pattern associated
with lower reasoning scores (Figure A.1(b)). They also wrote significantly shorter reports than
their control counterparts (Figure A.11(d), Table A.2), suggesting more superficial reasoning.

For complex decisions, new analysts relied less on machine predictions and more on their own
models (Figure A.12(a)), which may reflect the greater cognitive difficulty of constructing post hoc
explanations for the machine predictions. While this reduced decision accuracy, it resulted in more

coherent explanations, possibly because analysts exerted greater effort to defend their own reasoning
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and argue against the algorithm, as we examine in more detail later in this section.

In contrast, experienced analysts demonstrated a stronger ability to integrate machine predic-
tions into their reasoning. Figure 5(f)-(g)) suggest that they more effectively identified key causal
drivers, and Figures A.11(f)-(g) show they produced longer, more developed explanations. This
suggests they were able to focus on fewer, more important drivers and reason about them more
deeply.

We find additional evidence from the explainability treatment, which presented analysts with
visualized Shapley values indicating the most influential drivers behind machine predictions. New
analysts working on simpler decisions were more likely to report relying on machine predictions
when given Shapley explanations (Figure A.12(c)). However, they tended to incorporate machine-
suggested drivers superficially, simply adding them to their list of causal factors without integrating
them into a coherent story. For instance, one analyst cited a machine-suggested factor, “share
of assets allocated to the top 10 holdings”, as a key driver but included only a single descriptive
sentence, disconnected from the rest of the explanation: “its 10 largest holdings accounted for just
24% of the portfolio as of the end of 2021, a lower clip than the Russell 1000 Index, its category
benchmark.” This likely contributed to the lower explanation quality we observe (Figure 4(d)).

Conversely, new analysts working on complex decisions relied even less on machine predictions
when provided with explainability (Figure A.12(c)). They often challenged machine-suggested
drivers and defended their own reasoning. For example, when the algorithm suggested that the

“management team” was a favorable factor, a new analyst argued:

“The management tandem is capable of executing this systematic strategy. But nei-
ther the team nor its supporting infrastructure stand out from its peers, warranting an
|[average| rating. ... While the management duo lacks the same pool of resources as
larger, more index-oriented firms, it has capably carried out this rules-based strategy.
The team is evaluated on their ability to trade efficiently and match fund performance
with expectations, and they have succeeded in that respect.”

In another example, a new analyst contested the machine’s view that concentration was a negative

factor, instead highlighting the fund’s differentiated strategy:

“The managers feel that there is considerable concentration risk in the index, as just six
stocks (Apple AAPL, Amazon.com AMZN, Alphabet GOOGL, Meta FB, Tesla TSLA,
and Microsoft MSFT) account for more than 40% of the Russell 1000 Growth Index
benchmark as of October 2021.[The managers| are consistently underweight in that
group, and the two never owned Amazon, Facebook/Meta, or Tesla. Not surprisingly,
the fund’s relative price metrics, such as price/earnings and price/book, are materially
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lower than those of the category average and index. ... Still, this is a sound process.
While this strategy may underperform in markets where investors display an outsize
appetite for lower-quality, riskier firms, its focus on long-term ownership of blue-chip
companies with defensible competitive advantages remains compelling.”

These examples suggest that challenging machine-suggested drivers may have enhance their reason-
ing by prompting analysts to argue more forcefully and provide more evidence-based arguments.

Experienced analysts, by contrast, remained selective in incorporating machine-suggested drivers
and were better able to use them to strengthen their explanations. They were able to use Shapley
values to pare down and identify key drivers (Figure A.9(f)). For example, an experienced analyst
who received the same machine-suggested factor, “top 10 holdings”, built a multi-paragraph expla-
nation comparing the fund’s concentration to benchmarks, examining its portfolio strategy, and
assessing individual holdings (Appendix Section A.1.4). This deeper engagement suggests a more
effective integration of machine predictions.

In sum, these findings suggest that analysts face a cognitive tradeoff when incorporating ma-
chine predictions into their decision-making. New analysts struggle to reconcile unfamiliar pre-
dictions with their own reasoning, particularly when required to construct explanations post hoc.
Experienced analysts, in contrast, are more adept at critically evaluating and selectively integrat-
ing machine predictions into their mental models. This raises the possibility that experience may
enable decision-makers to be better able to integrate machine predictions into their causal models,
and is consistent with recent evidence that domain expertise may help decision-makers better judge

predictions (Tranchero 2024).

6.1 Alternative explanations

There may also be other possible mechanisms at work. One potential explanation is that machine
predictions change analysts’ incentives, leading analysts to reallocate their effort to more cognitively
intensive tasks (Camuffo et al. 2022). In fact, one of the company’s objectives in introducing machine
predictions was to enable analysts to devote more time to develop causal explanations, which they
believed to be more cognitively intensive. It may also be possible that analysts were motivated to
prioritize causal explanations for more complex decisions, thus reallocating their effort from simpler

to more complex decisions.!”

17Tt is worth noting that our conversations with industry experts including those within the company highlighted
that explanations for simpler funds were not less important than those for complex funds. As explained by one of
the experts, if analyst reasoning were less useful for simpler funds, the company would benefit from dropping analyst
coverage of these funds to increase coverage of more complex funds that they lack bandwidth to cover. Experts
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However, we do not observe supportive evidence. We leverage variation in the proportion of
complex funds covered by analysts, as analysts’ fund allocations are fixed at baseline and cannot
be changed or impacted by treatment. We constructed a variable, Share Complex, at the analyst-
month level, to measure the share of complex funds an analyst covered in each month, computed
by dividing the number of complex funds covered by an analyst by the total number of funds they
were assigned to cover in that month. Share Complex takes the value 0 when an analyst only rated
simple funds in a given month, and takes the value 1 when an analyst only rated complex funds in
a given month. If this effort reallocation were a key mechanism, we should see that: (1) analysts
assigned to a higher proportion of complex funds deteriorate more in their reasoning on simpler
funds as they have a greater opportunity to reallocate effort, and (2) analysts assigned to only
simpler decisions should not deteriorate in their reasoning, as they would have no opportunity to
reallocate their efforts.

We find that analysts who covered a higher proportion of complex funds were not more likely
to deteriorate in the quality of their causal explanations. Results in Table A.28 Columns 1-2 focus
on the subsample of analysts who were assigned only simpler funds in a month. Since these ana-
lysts do not cover any complex funds, they cannot reallocate effort from simpler funds to complex
funds. However, we find that these new analysts who only cover simpler funds still exhibit signifi-
cant declines in reasoning when exposed to machine predictions, which does not support the effort
reallocation mechanism.

Among analysts covering a mix of simpler and complex funds in a month, we investigate whether
simpler funds covered by analysts assigned to a higher share of complex funds deteriorated more
in reasoning compared to those assigned to a smaller share of complex funds. In contrast to this
reallocation mechanism, Table A.28 Columns 3-4 show that the causal explanations of simpler funds
were not affected differentially by the share of complex funds assigned to the analysts. We also
explore results in the full sample to explore whether analysts with a higher proportion of complex
decisions observed their explanations deteriorate more on average. Table A.28 Columns 5-6 show

that new analysts with a higher share of simpler funds show the largest declines in reasoning. This

explained that while simpler funds on average display lower volatility, the value of analyst explanations extends
beyond predicting the performance of the funds. Particularly in the context of simpler funds, keeping both explicit
costs (e.g., the expense ratio) and implicit costs (e.g., the cost of portfolio turnover) at a minimum is paramount
(Morningstar 2018). The landscape of simpler funds is also diverse: many do not track simple and transparent
indices, and make bets against the market that may risk underperformance relative to the broader market — which
increases the potential role that analyst explanations about these funds can play. Consistent with these explanations,
we observe that analysts do not receive higher reasoning scores on complex decisions than simpler ones on average,
in the baseline data (Figure A.4).
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average effect is consistent with our main results in Table 5 Columns 3-5, suggesting that new
analysts suffer the most deterioration of reasoning in simpler funds.

In addition, the reallocation mechanism appears to be inconsistent with the broader results we
find. While we observe that new analysts are most likely to be affected by machine predictions, Table
A.27 shows that new analysts were not more likely to be assigned to simpler decisions compared to
experienced analysts. This makes it unlikely that this reallocation mechanism can explain the full
set of results we find.

Another potential mechanism may be that providing better machine predictions leads analysts
to shirk overall. This explanation would further extend results in Dell’Acqua (2022) that when man-
agers perceive algorithms to be of higher quality, they decrease their efforts on the prediction task
by following the algorithm—raising the possibility that they may not only shirk from the prediction
task but also on adjacent tasks not directly informed by the algorithm. For this mechanism to
drive our results, it would imply that machine predictions were better for simpler decisions, leading
analysts to shirk when working on simpler decisions — resulting in worse causal explanations.

However, we do not observe supportive evidence. To explore, we ran a comparative analysis of
the algorithm’s rating performance against human analyst ratings in the control group across both
simple and complex funds. This comparison provides insight into the quality of machine ratings,
as the control group did not observe the machine predictions and thus could not be affected by
them. We compared hypothetical investment portfolios — one portfolio following analyst decisions
in the control group, and the other following machine predictions. The results in Table A.30 show
no statistically significant differences in the performance of the two portfolios for any decision type.
This is consistent with internal evaluations within the company prior to the experiment, which
showed that the accuracy of machine predictions did not vary by fund type — making it unlikely
that machine predictions in the experiment were far better for simpler decisions. Moreover, given
that analysts were fully aware of this information before the experiment started as they had been
required to participate in multiple training sessions, it would be unlikely that they would have
expected predictions to be of much higher quality for simpler decisions.

Together, these findings provide suggestive evidence that the tradeoff between decisions and
causal explanations may arise because analysts face a cognitive dilemma: either construct a causal
narrative around a machine prediction they do not fully understand, or rely on their own forecasts
and mental models. As a result, we observe that analysts, especially those with less experience,

struggle to produce coherent explanations when relying on machine predictions — highlighting that
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the use of machine predictions may result in longer-term learning challenges despite short-term
gains in decisions. The results further suggest that while algorithmic explainability can, in some

cases, increase reliance on machine predictions, it may also amplify the tradeoffs at work.

7 Discussion and conclusion

As firms increasingly deploy algorithms to support managerial decision-making, our study high-
lights the importance of understanding not only how algorithms affect decisions, but also how they
shape the reasoning and explanations of the decision-makers who use them. In this paper, we
designed and ran a field experiment across mutual fund analysts to understand how machine pre-
dictions affect decision-makers’ causal explanations in addition to the decisions they support. We
find that even when algorithms improve decisions, they can deteriorate the causal explanations that
decision-makers can provide for their decisions—especially those who are less experienced.

We partnered with a leading financial research firm to randomize the provision of machine
predictions across analysts and decision types. This collaboration enabled us to enhance internal
validity, develop deep contextual understanding, and measure difficult constructs such as the qual-
ity of causal explanations. However, the specificity of the setting may raise questions about the
generalizability of our findings.

Because we study the decisions and explanations of mutual fund analysts — experts who develop
deep domain knowledge through research — our findings are more likely to generalize to other expert
knowledge workers. While we distinguish between relatively simpler and more complex decisions
in our context, both types require significant analytical effort and domain expertise. Our results
suggest that greater domain expertise may buffer experienced analysts from the trade-offs that
newer analysts face when using machine predictions. Whether similar effects arise in less complex
domains that do not demand specialized expertise remains an open question for future research.

Moreover, our findings are more likely to be generalizable across settings where both decisions
and explanations are valuable. There are numerous contexts where decision makers are often re-
quired to not only make high quality decisions, but also offer causal explanations to support those
decisions. For example, medical professionals are responsible for making recommendations and
providing explanations to patients to increase the likelihood that patients can follow their recom-
mendations (Anderson and Ledford 2024). Managers explain the reasoning behind their strategic

decisions to align employees and stakeholders to execute them (Felin and Zenger 2009, 2017, Helfat
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and Peteraf 2015, Mercier and Sperber 2011, Sgrensen and Carroll 2021). Entrepreneurs offer in-
vestors explanations for why their business strategies will succeed (Martens et al. 2007).

Our findings are less likely to generalize to settings where causal explanations play a minimal
role relative to decision accuracy. In such contexts, the tradeoff we identify between decisions and
explanations — as well as the cognitive challenges of integrating machine predictions into explanations
— is likely attenuated or irrelevant. For instance, air traffic controllers prioritize precision and speed
over post hoc reasoning, and high-frequency trading systems operate at a scale and pace that renders
individual explanations impractical and unnecessary.

More broadly, the growing use of Al raises important concerns about its unintended effects on
learning and skill development (Bastani et al. 2024, Macnamara et al. 2024). Prior research has
shown that algorithmic assistance can reduce effort (Dell’Acqua 2022). Our findings point to a
distinct, cognitive channel: beyond affecting effort, incorporating machine-generated predictions
can impair the quality of human reasoning, potentially leading to long-term skill erosion. Unlike
human decision-making, where causal reasoning often precedes and evolves alongside the act of
choosing, machine predictions are typically produced through opaque, correlational processes and
accompanied by post hoc rationalizations. The act of crafting causal explanations — of forming
hypotheses, interpreting outcomes, and revising mental models — may not be merely ancillary to
decision-making but foundational to learning and long-term competence. When individuals rely on
machine outputs without engaging in their own causal reasoning, they may accumulate knowledge
about what works without understanding why it works (Zittrain 2019).

These concerns may become even more pronounced with the emergence of generative Al systems
that can produce sophisticated natural language explanations. While our study examined relatively
simple Shapley value-based feature importance scores, modern large language models can gener-
ate explanations that appear causally coherent, employ chain-of-thought reasoning, and mimic the
narrative structure that professionals naturally use. This evolution in explainability methods may
intensify the cognitive challenges we identify. When Al systems can produce causal narratives that
emerge from fundamentally correlational learning processes, the gap between algorithmic optimiza-
tion and human causal understanding becomes more obscured but not eliminated. For instance,
recent work on Al-assisted creative evaluation demonstrates that while narrative Al with proba-
bilistic rationale can improve alignment between human and algorithmic decisions, they may also
lead to uncritical acceptance of Al recommendations, particularly when the AI provides plausible

explanations for subjective assessments (Ayoubi et al. 2024). Such findings reinforce our concern
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that decision-makers may become even more susceptible to incorporating Al-generated explana-
tions without engaging in their own causal reasoning, potentially accelerating the erosion of the
very cognitive processes that underpin expertise development. This suggests that as Al explana-
tion capabilities advance, organizations may face increasingly subtle but profound challenges in
maintaining human reasoning skills alongside improved decision accuracy.

These insights carry important implications for firms. They suggest that the benefits of Al
adoption may come with hidden cognitive costs, even when we observe improvements in the short
run. As organizations increasingly embed Al into their decision processes, these findings suggest that
organizations should take care in how they deploy Al tools, particularly in domains where developing
expertise and judgment is central to long-term performance. More broadly, they underscore the need
for future research to examine how algorithmic decision aids influence the formation, refinement,

and transfer of causal knowledge within firms.
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Figure 1: Validating reasoning scores with external financial advisors
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Notes:  These figures show the mean and confidence interval plots of external financial advisors’ evaluation of
analysts’ explanations along the dimensions of usefulness, clarity, knowledge, logic, reasoning score, and the
probability they will invest in the recommended fund after reviewing the analysts’ explanations, split by whether
the explanations were previously rated as high quality by internal review committees, our primary measure of
explanation quality. “Low quality explanations” indicate reports that received below-median reasoning scores from
the internal committee; “high quality explanations” indicate those that received above-median reasoning scores. All
funds in the sample of this survey experiment received the same analyst rating, which means that all funds in the
study were recommended by analysts to the same degree. The confidence intervals are calculated at 95% level.
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Figure 2: Design of control and treatment conditions
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(c) Algorithm explainability using Shapley values
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Shapley values indicate a feature's contribution to the model's prediction
A green (red) bar indicates that the feature adds (subtracts) to being rated more positively
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Notes:  This set of figures shows what analysts saw on the research platform across different experimental conditions. The control group continued to do
research as usual, and saw no changes on the interface ((a)). Analysts assigned to either treatment group saw an additional line of information at the top of the
interface that provided a machine prediction for the fund ((b.1-2)). (a) shows an example of a non-actively managed fund, while (b) shows an example of an
active equity fund. Analysts in treatment group 1 received algorithmic predictions only, while treatment 2 additionally saw a figure that highlighted the ten key
features that contributed most to the algorithm’s prediction for that fund ((c)), which was based on Shapley values.



Figure 3: Performance of TF-IDF model that classifies analyst reports into treatment conditions
TF-IDF Model Performance Metrics by Subsample
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Notes:  This figures present the performance of textual analysis model by subsample. We train a Light
Gradient-Boosting Machine (Light GBM) model with TF-IDF vectorization to evaluate whether the treatment
conditions an analyst was assigned to could be predicted from the analysts’ text alone.
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Figure 4: The effects of machine predictions on explanations by analyst experience and decision
type
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Notes:  These figures show kernel density plots of the quality of explanations by treatment and control conditions

on average ((a)) and by subgroups ((b)-(g)). Kolmogoro¥6mirnov test p-values are included in the plots. * p<0.1,

** p<0.05, ¥** p<0.01.



Figure 5: The effects of machine predictions on the number of decision drivers
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Notes:  These figures show kernel density plots of the number of decision drivers by treatment and control
conditions on average ((a)) and by subgroups ((b)-(g)). Kolmogorov-Smirnov test p-values are included in the plots.

* p<0.1, ** p<0.05, *** p<0.01. 47



Figure 6: The effects of machine explainability on the number of machine-suggested Shapley drivers

discussed by decision type and analyst experience
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Table 1: Validating reasoning scores with external financial advisors

Reasoning Investment
Usefulness Clarity Knowledge Logic Score Probability
(1) (2) (3) (4) (5) (6)
Reasoning score (std.) 0.251%%* 0.222%* 0.310%** 0.350*** 0.376*** 0.289***
(0.085) (0.086) (0.079) (0.079) (0.077) (0.080)
Observations 64 64 64 64 64 64
Mean 0.000 0.000 0.000 -0.000 -0.000 0.000
SD 0.873 0.873 0.845 0.873 0.873 0.845

Notes: This table presents the robustness check for reasoning scores rated by internal review committees. In a
follow-up experiment, 16 external financial advisors evaluated a randomly drawn set of 4 analyst reports from a pool
of 20 on analysts’ explanations, which allows us to compare their evaluation of analyst explanations with reasoning
scores rated by internal review committees. Column (1)-(6) show the OLS estimates of the correlation between the
internal experts’ standardized reasoning scores and the external experts’ standardized rating of the analyst explana-
tions along the dimensions of usefulness, clarity, knowledge, logic, reasoning (i.e., the combination of knowledge and
logic), and the probability they will invest in a fund after reading the analysts’ recommendation and explanations.
External expert financial advisors rated each dimension on a scale of 1 to 10, except for the investment probability,
which was rated on a scale of 1 to 100. The ratings are standardized at the financial advisor level. Standard errors
are in parentheses, clustered at the analyst level. * p<0.1, ** p<0.05, *** p<0.01.
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Table 2: Summary statistics and balance table

Full Sample Control  Treatment Difference
Mean SD Min. Max. Mean Mean p-value  RI p-value
Panel A: Analyst’s fund coverage
Percentage of complex funds 0.483 0.468 0.000 1.000 0.498 0.466 0.372 0.743
Percentage of recommendations 0.550 0.301 0.000 1.000 0.540 0.561 0.630 0.737
Average fund age 19.743  9.254 6.622 71.540  20.642 18.762 0.166 0.350
Average fund size 2.627 3.741 0.000 20.879 2.732 2.509 0.391 0.781
Number of funds covered 20.043 10.636 1.000 66.000 19.208 20.955 0.783 0.435
Percentage of rating change 0.112 0.133 0.000 0.429 0.133 0.089 0.062 0.115
Reasoning score (std.) -0.085  0.639 -1.995 1.124 -0.047 -0.127 0.278 0.557
Fund returns in 3 months -4.131 8.700 -33.434  31.432 -5.315 -2.840 0.913 0.171
Fund returns in 6 months -4.947 6.296 -19.003  14.749 -5.143 -4.732 0.622 0.751
Number of decision drivers 6.281 4.903 1.000 21.316 6.918 5.661 0.129 0.264
Number of causal statements 8.206 1.408 5.000 13.000 8.356 8.036 0.217 0.442
Panel B: Analyst characteristics

Experienced 0.649 0.480 0.000 1.000 0.673 0.625 0.311 0.691
Tenure 7.008 6.186 0.647 29.490 6.859 7.160 0.594 0.811
Time in current position 6.224 6.021 0.647 29.490 5.984 6.468 0.653 0.695
Male 0.701 0.460 0.000 1.000 0.673 0.729 0.723 0.656
Manager 0.093 0.292 0.000 1.000 0.102 0.083 0.377 1.000
Professional certificate 0.309 0.465 0.000 1.000 0.347 0.271 0.211 0.510
Postgraduate degree 0.433 0.498 0.000 1.000 0.429 0.438 0.535 1.000
Observations 97 49 48 97 97

Notes: This table reports summary statistics of the full sample and the OLS estimates of baseline differences
between control and treatment groups. For each variable, the table reports the full sample mean, SD, minimum
and maximum. It also reports the baseline control group mean and treatment group mean. The table reports
the p-value for the t-test between treatment group and control group, as well as the randomization inference (RI)
p-value for the treatment indicator based on 5000 draws.

Percentage of complex funds measures the proportion of complex funds relative to the total number of funds that
an analyst is assigned to cover during the observation window. Percentage of recommendations measures the pro-
portion of decisions to recommend a fund relative to the total number of decisions made by an analyst during
the observation window. Fund age is calculated as the number of years since the fund’s inception. Fund size is
approximated by total net assets under management (in billions of USD). Number of funds covered counts the to-
tal number of funds assigned to an analyst during the observation period. Percentage of rating change measures
the proportion of decision to change the live rating, as oppose to maintaining the status quo, relative to the total
number of decisions made by an analyst. Reasoning score is constructed at the committee level by standardizing
individual scores and taking an average across all reviewers in the committee. Fund returns in 3 months measures
the risk-adjusted return of a fund 3 months after its rating is published. Fund returns in 6 months measures the
risk-adjusted return of a fund 6 months after its rating is published. Decision drivers measure the number of re-
ported decision drivers by the analyst and is natural log transformed. Causal statements measure the number of
causal statements in the analyst report as identified by GPT-4 and is natural log transformed. Ezperienced takes
the value 1 if the analyst has more than three years of rating experience at the company and 0 otherwise. Tenure
measures the tenure of analysts in years. Time in current position counts the number of years since an analyst
started working in their current position. Male is an indicator variable that takes the value 1 if the analyst is
male and 0 otherwise. Manager is an indicator variable that takes the value 1 if the analyst holds managerial
position and 0 otherwise. Professional certificate takes the value 1 if the analyst holds at least one professional
certificates, such as CPA and CFA, and 0 otherwise. Postgraduate degree takes the value 1 if the analyst holds
postgraduate degree and 0 otherwise.
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Table 3: Details on missing data

Treatment Control p-value

Number of % of missing  Number of % of missing
observations observations observations observations

Reasoning score 608 32.294 664 24.717 0.258
Fund returns in 3 months 892 0.668 873 1.02 0.842
Fund returns in 6 months 892 0.668 870 1.361 0.687

Notes: This table reports the summary statistics on missing data on the main outcome variables,
Reasoning score and fund returns measures, by treatment and control conditions. Reasoning score is
constructed at the committee level by standardizing individual scores and taking an average across
all reviewers in the committee. The fund returns in 8 months measures the risk-adjusted return of a
fund 3 months after its rating is published. The fund returns in 6 months measures the risk-adjusted
return of a fund 6 months after its rating is published. The table reports the p-value for the t-test
between treatment group and control group.
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Table 4: The impact of machine predictions on decisions

Panel A. Decision change

Change rating

(1) (2) (3) (4) (5) (6)
Treat x Post 0.074** 0.075** 0.080** 0.080** 0.080* 0.114**
(0.033) (0.033) (0.031) (0.031) (0.043) (0.057)
[0.029] [0.030] [0.016] [0.017] [0.084] [0.057]
Treat x Post x Complex -0.000 -0.039
(0.071) (0.122)
[1.000] [0.773]
Treat x Post x Experienced -0.042
(0.084)
[0.636]
Treat x Post x Complex x Experienced 0.043
(0.151)
[0.785]
Strata FE No Yes No Yes Yes Yes
Month FE No No Yes Yes Yes Yes
Observations 1780 1780 1780 1780 1780 1780
Mean (control) 0.113 0.113 0.113 0.113 0.113 0.113
SD (control) 0.317 0.317 0.317 0.317 0.317 0.317
Panel B. Decision performance
Fund returns in 3 months Fund returns in 6 months
(1) (2) (3) (4) (5) (6)
Treat x Post x Recommend 0.894 9.886*** 11.557+** 1.130 7.949*** 6.741*
(3.033) (2.585) (3.600) (2.165) (2.487) (3.761)
[0.792] [0.001] [0.010] [0.625] [0.004] [0.154]
Treat x Post x Recommend x Complex -16.822%**%  _16.747** -11.458%**  _8.323
(5.268) (7.857) (4.191) (6.471)
[0.003] [0.063] [0.012] [0.228]
Treat x Post X Recommend x Experienced -5.959 -0.604
(5.031) (4.510)
[0.328] [0.923]
Treat x Post x Recommend x Complex 5.281 -0.092
x Experienced (10.532) (8.418)
[0.660] [0.990]
Strata FE Yes Yes Yes Yes Yes Yes
Month FE Yes Yes Yes Yes Yes Yes
Observations 1670 1670 1670 1668 1668 1668
Mean (control) -4.188 -4.188 -4.188 -4.243 -4.243 -4.243
SD (control) 13.620 13.620 13.620 12.812 12.812 12.812

Notes: Panel A shows treatment effects on Change rating, which is an indicator variable that takes the value 1 if
the rating decision by the analyst differs from the currently assigned rating. Panel B shows whether recommended
funds by treated analysts observe higher fund returns in subsequent months. Columns (1)-(3) of Panel B show treat-
ment effects on Fund returns in 8 months, the risk-adjusted return of a fund 3 months after its rating is published.
Columns (4)-(6) of Panel B show treatment effects on Fund returns in 6 months, the risk-adjusted return of a fund
6 months after its rating is published. Treatment is an indicator variable that takes the value 1 for analysts assigned
to the treatment group and 0 otherwise. Post takes the value 1 after the treatment is implemented and 0 otherwise.
Complex takes the value 1 if the fund is classified as an actively managed equity fund and 0 otherwise. Ezperienced
takes the value 1 if the analyst has more than three years of rating experience at the company and 0 otherwise. Rec-
ommend takes the value 1 for funds that analysts recommend and 0 otherwise. All regressions include a full set of
strata and month fixed effects. Panel B additionally control for fund age and size. Standard errors are in parentheses,
clustered at the analyst level. Random inference p-values are in square brackets, calculated using 5000 repetitions.
Standard errors are clustered at the analyst level. * p<05Q ** p<0.05, *** p<0.01.



Table 5: The impact of machine predictions on explanations

All committees Single
(1) (2) 3) (4) (5)

Treat x Post 0.012 -0.124 -0.661%* -0.564* -0.698**

(0.169) (0.210) (0.345) (0.322) (0.339)

[0.945] [0.582] [0.060] [0.053] [0.029]

Treat x Post x Complex 0.297 0.907** 0.609 1.151%*

(0.351) (0.395) (0.387) (0.446)

[0.407] [0.031] [0.178] [0.020]

Treat x Post x Experienced 0.828* 0.668* 0.786*

(0.438) (0.374) (0.398)

[0.063] [0.063] [0.056]

Treat x Post x Complex x Experienced -0.950 -0.796* -1.293**

(0.607) (0.465) (0.529)

[0.139] [0.141] [0.038]
Strata FE Yes Yes Yes Yes Yes
Month FE Yes Yes Yes Yes Yes
Committee FE No No No Yes Yes
Observations 1313 1313 1313 1207 901
Mean (control) 0.238 0.238 0.238 0.238 0.286
SD (control) 0.928 0.928 0.928 0.928 0.968

Notes:  All regressions include a full set of strata and month fixed effects. Regressions in columns (4)-(5) further
include review committee fixed effects. Reasoning score is constructed at the committee level by standardizing in-
dividual scores and taking an average across all reviewers in the committee. Regressions in columns (1)-(4) include
reasoning scores issued by committees of all sizes, which vary between 1 reviewer and 4 reviewers per committee.
Column (5) analyzes the subsample of reasoning scores issued by committees with one reviewer only. Treatment is
an indicator variable that takes the value 1 for analysts assigned to the treatment group and 0 otherwise. Post takes
the value 1 after the treatment is implemented and 0 otherwise. Complex takes the value 1 if the fund is classified as
an actively managed equity fund and 0 otherwise. Ezperienced takes the value 1 if the analyst has more than three
years of rating experience at the company and 0 otherwise. Standard errors are in parentheses, clustered at the ana-
lyst level. Random inference p-values are in square brackets, calculated using 5000 repetitions. Standard errors are
clustered at the analyst level. * p<0.1, ** p<0.05, *** p<0.01.
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Table 6: The impact of machine explainability on decisions and explanations

Panel A. Decision change

Change rating

Reasoning score

(1) (2) (3) (4) (5) (6)
Treat x Post 0.120%** 0.097** 0.081 0.005 -0.362 -0.788%*
(0.041) (0.048) (0.063) (0.235) (0.223) (0.358)
Explainability x Post 0.040 0.062 0.151** 0.020 0.112 -0.554
(0.034) (0.050) (0.064) (0.194) (0.278) (0.407)
Treat x Post x Complex 0.057 0.005 0.736 0.981**
(0.098) (0.152) (0.453) (0.434)
Explainability x Post x Complex -0.049 -0.025 -0.181 0.984**
(0.069) (0.093) (0.379) (0.391)
Treat x Post x Experienced 0.063 0.496
(0.093) (0.424)
Treat X Post x Complex x Experienced 0.051 -0.246
(0.186) (0.804)
Explainability x Post x Experienced -0.150 1.099*
(0.094) (0.556)
Explainability x Post x Complex x 0.017 -1.666***
Experienced (0.128) (0.626)
Strata FE Yes Yes Yes Yes Yes Yes
Month FE Yes Yes Yes Yes Yes Yes
Observations 1780 1780 1780 1313 1313 1313
Mean (control) 0.113 0.113 0.113 0.238 0.238 0.238
SD (control) 0.317 0.317 0.317 0.928 0.928 0.928

Panel B. Decision performance

Fund returns in 3 months

Fund returns in 6 months

(1) (2) (3) (4) (5) (6)
Treat x Post x Recommend 0.002 10.461***  15.499%** 1.834 8.679%FF*F  9.799%*
(4.065) (3.656) (4.443) (2.547) (3.195) (4.478)
Explainability x Post x Recommend 2.235 10.209%** 11.637** 0.322 7.318%* 3.152
(3.357) (3.347) (5.127) (3.118) (3.272) (4.878)
Treat x Post x Recommend x Complex -18.858***  _20.091** -10.709**  -12.275
(6.436) (9.755) (5.026) (7.462)
Explainability x Post x Recommend x -15.289**%  -19.980*** -12.109%*  -2.050
Complex (6.671) (6.769) (6.028) (7.529)
Treat x Post x Recommend x Experienced -10.428* -3.031
(6.013) (5.443)
Treat x Post x Recommend x Complex 5.981 6.060
x Experienced (11.883) (9.287)
Explainability x Post x Recommend x -7.221 0.178
Experienced (8.201) (6.744)
Explainability x Post x Recommend x 12.747 -5.065
Complex x Experienced (11.874) (11.021)
Strata FE Yes Yes Yes Yes Yes Yes
Month FE Yes Yes Yes Yes Yes Yes
Observations 1670 1670 1670 1668 1668 1668
Mean (control) -4.188 -4.188 -4.188 -4.243 -4.243 -4.243
SD (control) 13.620 13.620 13.620 12.812 12.812 12.812

Notes: Panel A shows treatment effects on Change rating and on Reasoning score. Panel B shows whether recom-
mended funds by analysts in different treatment conditions observe higher fund returns in subsequent months. Treat
is an indicator variable that takes the value 1 for analysts assigned to treatment 1 who receive only the algorithmic
prediction. Explainability is a dummy variable that takes the value 1 for analysts assigned to treatment 2 who re-
ceive algorithmic predictions along with key fund feature§4hat contributed most to the prediction based on Shapley
values. Post takes the value 1 after the treatment is implemented and 0 otherwise. Panel B additionally control for
fund age and size. Standard errors are in parentheses, clustered at the analyst level. * p<0.1, ** p<0.05, *** p<0.01.



Table 7: The number of decision drivers and causal statements by experimental condition

Decision Drivers

Causal Statements

(1) (2) (3) (4) (5) (6)
Treat x Post -0.332* 0.033 0.478 -0.065 -0.114%* 0.026
(0.187) (0.259) (0.321) (0.040) (0.052) (0.082)
[0.114] [0.906] [0.267] [0.136] [0.062] [0.743]
Treat x Post x Complex -0.610%* -1.378%* 0.110 -0.194*
(0.352) (0.542) (0.080) (0.111)
[0.118] [0.056] [0.245] [0.221]
Treat x Post x Experienced -0.893* -0.240%*
(0.459) (0.104)
[0.154] [0.068]
Treat x Post x Complex x Experienced 1.331%* 0.496%**
(0.669) (0.142)
[0.146] [0.013]
Strata FE Yes Yes Yes Yes Yes Yes
Month FE Yes Yes Yes Yes Yes Yes
Observations 1317 1317 1317 948 948 948
Mean (control) 1.728 1.728 1.728 2.104 2.104 2.104
SD (control) 0.896 0.896 0.896 0.274 0.274 0.274

Notes: All regressions include a full set of strata and month fixed effects. Decision drivers measure the number of
reported decision drivers by the analyst and is natural log transformed. Causal statements measure the number of
causal statements in the analyst report as identified by GPT-4 and is natural log transformed. Treatment is an in-
dicator variable that takes the value 1 for analysts assigned to the treatment group and 0 otherwise. Post takes the
value 1 after the treatment is implemented and 0 otherwise. Complexr takes the value 1 if the fund is classified as
an actively managed equity fund and 0 otherwise. FExperienced takes the value 1 if the analyst has more than three
years of rating experience at the company and 0 otherwise. Standard errors are in parentheses, clustered at the ana-
lyst level. Random inference p-values are in square brackets, calculated using 5000 repetitions. Standard errors are

clustered at the analyst level. * p<0.1, ** p<0.05, *** p<0.01.
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Appendix

Figure A.1: Baseline descriptives on causal explanations

(a) Baseline reasoning scores by analyst
experience

Std. Reasoning Score
°
-

New Experienced

(c) Baseline correlation between reasoning
scores and causal statements

Baseline

Std. Reasoning Score
°

Number of Causal Statements

(b) Baseline correlation between reasoning
scores and decision drivers

Baseline

Std. Reasoning Score
o
°
°

0 5 10 15 20 25
Number of Decision Drivers

(d) Fund returns by quartiles of reasoning
scores

Quartile 1 Quartile 2 Quartile 3 Quartile 4

Risk-adjusted fund returns in 6 months

Notes:  Figure (a) shows the relationship between reasoning scores and the number of decision drivers at baseline.
Reasoning score is constructed by standardizing reasoning scores (evaluated on a scale of 1 to 10) across individual
expert committee members and taking an average across them for each fund. The number of decision drivers counts
the number of factors that analysts report as driving their rating decisions. Figure (b) shows the average reasoning
score by analyst experience. Experienced analysts are those that have more than three years of rating experience at

the company.
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Figure A.2: Online interface for analysts
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This figure shows a screenshot of the online research interface where analysts performed their work.

Analysts saw the fund’s current live rating from the last evaluation and received information about the fund for
their analysis. On this interface, analysts decided on an up-to-date rating for the fund and delineated their causal
explanation for the rating.
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Figure A.3: Baseline correlation between reasoning scores and decision drivers by fund type

Baseline Non-Active Baseline Active

Reasoning Score
(o]
o
Reasoning Score
©

o

0 5 10 15 20 25 30 35 0 5 10 15 20 25 30 35
Number of Decision Drivers Number of Decision Drivers

Notes:  The figures show binned scatterplots of reasoning scores on the number of decision drivers at baseline by
fund type (simpler NAE funds or complex AE funds). Reasoning score is constructed at the committee level by
standardizing individual scores and taking an average across all reviewers in the committee. The number of decision
drivers counts the number of factors that analysts report as driving their rating decisions.
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Figure A.4: Baseline reasoning scores by fund type

Std. Reasoning Score
(=]
i

Non-Active Equity Active Equity

Notes:  This figure shows means and 95% confidence intervals of reasoning scores by fund type at baseline.
Reasoning score is constructed at the committee level by standardizing individual scores and taking an average
across all reviewers in the committee. Fund type is separated into simpler funds and complex funds.
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Figure A.5: The effects of machine predictions on explanations by decision type and analyst expe-
rience
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Notes:  These figures show kernel density plots and hisﬁ%rams of reasoning scores by treatment and control
conditions on average ((a)) and by subgroups ((b)-(g)). Kolmogorov-Smirnov test p-values are included in the plots.
* p<0.1, ** p<0.05, *** p<0.01.



Figure A.6: The effects of machine predictions on the number of causal statements by decision type

and analyst experience

(a)

Causal Statements
2
p=0.132
A5
2
2 4
[
[a}
05
o R
0 10 20
The number of causal statements
—— Control —— Treat
(b) (c)
Simpler: Causal Statements Complex: Causal Statements
2 2
p=0.993 p=0.054"
A5 A5
2 2
2 2
[ [
[a} a
05 05
o R
0 10 20 0 10 20
The number of causal statements The number of causal statements
— Control —— Treat — Control —— Treat
(d) (e)
Simpler: Causal Statements (New Analysts) Complex: Causal Statements (New Analysts)
2 2
p=0511 p=0.410
A5 5
2 2
2 2
[ [
a [a}
05 05
0 0
0 10 20 0 10 20
The number of causal statements The number of causal statements
— Control —— Treat — Control —— Treat
®) (2)
Simpler: Causal Statements (Experienced Analysts) Complex: Causal Statements (Experienced Analysts)
2 2
p=0213 p=0.539
5 A5
2 2
2 4 2 4
) [
a a
05 05
0 0
0 10 20 0 10 20
The number of causal statements

The number of causal statements
— Control —— Treat

— Control —— Treat

Notes:  These figures show kernel density plots of the number of causal statements in analyst reports by treatment
and control conditions on average ((a)) and by subgroup%i(b)—(g)). Kolmogorov-Smirnov test p-values are included

in the plots. * p<0.1, ** p<0.05, *** p<0.01.



Figure A.7: The effects of machine explainability on the number of causal statements by decision

type and analyst experience

(a)

Causal Statements

2
2 4
[
[a}
05
0
0 10 20
The number of causal statements
—— Control —— Algorithmonly == With explainability
(b) (c)
Simpler: Causal Statements Complex: Causal Statements
2 2
p=0422
A5 A5
2 2
2 2
[ [
[a} a
05 05
0 0
0 10 20 0 10 20
The number of causal statements The number of causal statements
— Control = Algorithmonly == With explainability — Control = Algorithmonly == With explainability
(d) (e)
Simpler: Causal Statements (New Analysts) Complex: Causal Statements (New Analysts)
2 2
p=0.995 p=0.132
A5 5
2 2
2 2
[ [
a [a}
05 05
0 0
0 10 20 0 10 20
The number of causal statements The number of causal statements
~— Control = Algorithmonly == With explainability ~— Control = Algorithmonly == With explainability
®) (2)
Simpler: Causal Statements (Experienced Analysts) Complex: Causal Statements (Experienced Analysts)
2 K ‘\\ 2
;N p=0215 p=1.000
15 5
2 2
2 2
g 1 g
a a
05 05
0 0
20 0 10 20
The number of causal statements

10
The number of causal statements

—— Control = Algorithmonly == With explainability

— Control = Algorithmonly == With explainability

Notes:  These figures show kernel density plots of the number of causal statements in analyst reports by treatment
condition with algorithm only, treatment condition with Géditional explainability, and control conditions on average
((a)) and by subgroups ((b)-(g)). Kolmogorov-Smirnov test p-values that compare the two treatment conditions are

included in the plots. * p<0.1, ** p<0.05, *** p<0.01.



Figure A.8: The effects of machine explainability on explanations by decision type and analyst

experience
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prediction only, treatment condition with both machine prediction and explainability, and control condition on
average ((a)) and by subgroups ((b)-(g)). Kolmogorov-Smirnov test p-values that compare the two treatment

conditions are included in the plots. * p<0.1, ** p<0.05,
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Figure A.9: The effects of machine explainability on the number of decision drivers by decision type
and analyst experience
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Notes:  These figures show kernel density plots of the number of decision drivers treatment condition with machine
prediction only and treatment condition with both machine prediction and explainability on average ((a)) and by
subgroups ((b)-(g)). Kolmogorov-Smirnov test p-values are included in the plots. * p<0.1, ** p<0.05, *** p<0.01.
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Figure A.10: The effects of machine prediction and machine explainability on the number of decision
drivers number by decision type and analyst experience
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Notes:  These figures show kernel density plots of the number of decision drivers by treatment condition with
machine prediction only, treatment condition with both chine prediction and explainability, and control

condition on average ((a)) and by subgroups ((b)-(g)). Kolmogorov-Smirnov test p-values comparing the two

treatment conditions are included in the plots.



Figure A.11: The effects of machine predictions on analyst report word count by decision type and

analyst experience
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These figures show kernel density plots of analyst reports word count by treatment and control conditions

on average ((a)) and by subgroups ((b)-(g)). Kolmogorov-Smirnov test p-values are included in the plots.
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Figure A.12: Analyst perceptions of how machine predictions contributed to their decisions (stan-
dardized)

(a) Simpler vs. more complex decisions
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Notes:  These figures show standardized means and confidence intervals of analysts’ reported contribution of
machine predictions to their decisions. Analysts reported the extent to which machine predictions contributed to
their rating decisions on a scale between 1 and 10. The ratings reported in this figure are standardized at the
analyst level. (a) shows the differential levels of perceive@fontribution across simpler and complex decisions, (b)
additionally presents the differential levels of perceived contribution by analyst experience, and (c¢) additionally
presents the differential levels of perceived contribution by machine explainability. The confidence intervals are
calculated at 95% level.



Figure A.13: Analyst perceptions of how machine predictions contributed to their decisions
(a) Simpler vs. more complex decisions
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Notes:  These figures show means and confidence intervals of analysts’ reported contribution of machine
predictions to their decisions. Analysts reported the extent to which machine predictions contributed to their rating
decisions on a scale between 1 and 10. (a) shows the differential levels of perceived contribution across simpler and
complex decisions, (b) additionally presents the differential levels of perceived contribution by analyst experience,
and (c) additionally presents the differential levels of perggved contribution by machine explainability. The
confidence intervals are calculated at 95% level.



Figure A.14: The share of analyst decisions that matched machine predictions in baseline
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Notes:  This figure shows the percentage of analyst decisions that matched machine predictions by decision type,
analyst experience in baseline.
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Figure A.15: Net fund flows by reasoning scores

(a) Net fund flows of recommended funds by reasoning score tertiles
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(b) Net fund flows of not recommended funds by reasoning score tertiles
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Notes:  These figures show means and confidence intervals of net fund flows in the month after analysts issue fund
recommendation. Net fund flow measures the difference between the total cash inflows and total cash outflows of a
fund in a month, which captures investment activity. A positive net fund flow indicates more money is entering the
fund than leaving. (a) shows the differential levels of net fund flows of funds recommended by analysts across
reasoning score tertiles, (b) presents the differential levels of fund flows of funds not recommended by analysts
across reasoning score tertiles. The confidence intervals are calculated at 95% level.
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Table A.1: Separating knowledge and reasoning components of reasoning scores

Knowledge component score Logic component score
(1) (2) 3) (4) (5) (6) (7) (8)
Treat x Post 0.004 -0.172  -0.742**  -0.638** 0.021 -0.076  -0.579*  -0.490
(0.169)  (0.215) (0.352) (0.315) (0.173)  (0.210)  (0.345)  (0.337)
Treat x Post x Complex 0.357 1.020** 0.706* 0.237  0.794**  0.513
(0.353) (0.417) (0.403) (0.355)  (0.387)  (0.380)
Treat x Post x Experienced 0.853* 0.679* 0.802*  0.656*
(0.444) (0.369) (0.440)  (0.391)
Treat x Post x Complex x -1.006 -0.796* -0.895  -0.796*
Experienced (0.617) (0.478) (0.611)  (0.468)
Strata FE Yes Yes Yes Yes Yes Yes Yes Yes
Month FE Yes Yes Yes Yes Yes Yes Yes Yes
Committee FE No No No Yes No No No Yes
Observations 1313 1313 1313 1207 1313 1313 1313 1207
Mean (control) 0.220 0.220 0.220 0.220 0.256 0.256 0.256 0.256
SD (control) 0.975 0.975 0.975 0.975 0.933 0.933 0.933 0.933

Notes: All regressions include a full set of strata and month fixed effects. Regressions in columns (4) and (8) fur-
ther include review committee fixed effects. The knowledge component scores is constructed at the committee level
by standardizing individual scores and taking an average across all reviewers in the committee. The reasoning com-
ponent score is constructed at the committee level by standardizing individual scores and taking an average across
all reviewers in the committee. Treatment is an indicator variable that takes the value 1 for analysts assigned to
the treatment group and 0 otherwise. Post takes the value 1 after the treatment is implemented and 0 otherwise.
Complex takes the value 1 if the fund is classified as an actively managed equity fund and 0 otherwise. Ezxperienced
takes the value 1 if the analyst has more than three years of rating experience at the company and 0 otherwise.
Standard errors are in parentheses, clustered at the analyst level. * p<0.1, ** p<0.05, *** p<0.01.
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Table A.3: The effects of machine explainability on decisions and reasoning

Panel A. Decision change

Change rating

Reasoning score

1) (2 3) (4) (5) (6)
Explainability x Post -0.077* -0.030 0.066 0.192 0.407* 0.175
(0.044) (0.048) (0.062) (0.171) (0.228) (0.287)
Explainability x Post x Complex -0.115 -0.076 -0.418 0.703**
(0.098) (0.145) (0.349) (0.327)
Explainability x Post x Experienced -0.197** 0.578
(0.087) (0.404)
Explainability x Post x Complex X 0.011 -1.533**
Experienced (0.176) (0.603)
Strata FE Yes Yes Yes Yes Yes Yes
Month FE Yes Yes Yes Yes Yes Yes
Committee FE No No No Yes Yes Yes
Observations 898 898 898 549 549 549
Mean (control) 0.163 0.163 0.163 0.127 0.127 0.127
SD (control) 0.370 0.370 0.370 0.887 0.887 0.887

Panel B. Decision performance

Fund returns in 3 months

Fund returns in 6 months

(1) (2) 3) (4) (5) (6)
Explainability x Post x Recommend 3.080 0.700 -2.311 -0.328 0.009 -5.087
(4.422) (4.987) (5.423) (3.358) (4.089) (4.491)
Explainability x Post x Recommend x 3.345 0.583 -2.083 10.452
Active Equity (8.121) (10.804) (6.754) (8.235)
Explainability x Post x Recommend x -0.651 -0.146
Experienced (9.743) (7.361)
Explainability x Post x Recommend x 8.986 -9.248
Active Equity x Experienced (14.636) (12.236)
Strata FE Yes Yes Yes Yes Yes Yes
Month FE Yes Yes Yes Yes Yes Yes
Observations 823 823 823 823 823 823
Mean (control) -4.467 -4.467 -4.467 -4.832 -4.832 -4.832
SD (control) 13.865 13.865 13.865 11.525 11.525 11.525

Notes:

Columns (1)-(3) of Panel A show treatment effects on Change rating, which is an indicator variable that

takes the value 1 if the rating decision by the analyst differs from the currently assigned rating. Columns (4)-(6) of
Panel A show treatment effects on reasoning score, constructed at the committee level by standardizing individual
scores and taking an average across all reviewers in the committee. Columns (1)-(3) of Panel B show treatment ef-
fects on Fund returns in 8 months, the risk-adjusted return of a fund 3 months after its rating is published. Columns
(4)-(6) of Panel B show treatment effects on Fund returns in 6 months, the risk-adjusted return of a fund in 6 months
after its rating is published. Fxplainability is an indicator variable that takes the value 1 for analysts assigned to the
treatment 2 and 0 otherwise. Post takes the value 1 after the treatment is implemented and 0 otherwise. Complex
takes the value 1 if the fund is classified as an actively managed equity fund and 0 otherwise. Fxperienced takes the
value 1 if the analyst has more than three years of rating experience at the company and 0 otherwise. Recommend
takes the value 1 for funds that analysts recommend and 0 otherwise.

Standard errors are in parentheses, clustered at analyst level. * p<0.05, ** p<0.01, *** p<0.001.
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Table A.4: The effects of machine explainability on decisions and reasoning, separating knowledge

and reasoning components

Knowledge component score

Logic component score

(1) (2) (3) (4) (5) (6) (7) (8)
Treat x Post -0.009  -0.383 -0.877**  -0.957***  0.019 -0.342 -0.699* -0.808**
(0.229)  (0.233) (0.361) (0.364) (0.245) (0.218)  (0.361) (0.373)
Explainability x Post 0.018 0.038 -0.632 -0.384 0.023 0.185 -0.476 -0.218
(0.195)  (0.274) (0.406) (0.268) (0.197) (0.287)  (0.415) (0.332)
Treat x Post x Complex 0.735 1.058** 0.851* 0.738 0.903** 0.697
(0.454) (0.452) (0.445) (0.458)  (0.426) (0.432)
Explainability x Post x Complex -0.056  1.245%** 1 .272%** -0.306 0.723* 0.966**
(0.386) (0.403) (0.318) (0.380)  (0.400) (0.415)
Treat x Post x Experienced 0.581 0.840** 0.411 0.714*
(0.435) (0.418) (0.423) (0.426)
Explainability x Post x Experienced 1.073* 0.517 1.126* 0.570
(0.550) (0.377) (0.573) (0.435)
Treat x Post x Complex X -0.369 -0.710 -0.124 -0.590
Experienced (0.803) (0.571) (0.817) (0.599)
Explainability x Post x Complex x S1L791¥FR 1. 524%** -1.540**  -1.533***
Experienced (0.630) (0.466) (0.642) (0.539)
Strata FE Yes Yes Yes Yes Yes Yes Yes Yes
Month FE Yes Yes Yes Yes Yes Yes Yes Yes
Committee FE No No No Yes No No No Yes
Observations 1313 1313 1313 1207 1313 1313 1313 1207
Mean (control) 0.220 0.220 0.220 0.220 0.256 0.256 0.256 0.256
SD (control) 0.975 0.975 0.975 0.975 0.933 0.933 0.933 0.933
Knowledge component score Logic component score
(1) (2) 3) (4) (5) (6) (7) (8)
Explainability x Post 0.121 0.525%* 0.127 0.149 0.095 0.633** 0.221 0.200
(0.269) (0.283)  (0.398) (0.247)  (0.291)  (0.306)  (0.435)  (0.345)
Explainability x Post x Complex -0.848 0.464 0.716** -1.110**  -0.026 0.689*
(0.506)  (0.472) (0.311) (0.530)  (0.510)  (0.389)
Explainability x Post x Experienced 0.841 0.558 0.890 0.597
(0.555) (0.374) (0.605)  (0.453)
Explainability x Post x Complex x -2.027*%  -1.444%* -1.832%  -1.623**
Experienced (0.883) (0.559) (0.987)  (0.674)
Strata FE Yes Yes Yes Yes Yes Yes Yes Yes
Month FE Yes Yes Yes Yes Yes Yes Yes Yes
Committee FE No No No Yes No No No Yes
Observations 629 629 629 549 629 629 629 549
Mean (control) 0.104 0.104 0.104 0.104 0.150 0.150 0.150 0.150
SD (control) 0.927 0.927 0.927 0.927 0.899 0.899 0.899 0.899

Notes:

The knowledge component scores is constructed at the committee level by standardizing individual scores and taking

an average across all reviewers in the committee. The reasoning component score is constructed at the committee level by
standardizing individual scores and taking an average across all reviewers in the committee. Treat is a dummy variable that
takes the value 1 for analysts assigned to treatment 1 and 0 otherwise. FExplainability is a dummy variable that takes the
value 1 for analysts assigned to treatment 2 and 0 othervﬂfe. Post takes the value 1 after the treatment is implemented and
0 otherwise. Standard errors are in parentheses, clustered at analyst level. * p<0.05, ** p<0.01, *** p<0.001.
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Table A.6: The impact of algorithmic predictions on standardized stated confidence

Confidence before interview

Confidence after interview

(1) (2) (3) (4) (5) (6)
Treat x Post 0.247**  0.375* 0.256 0.147 0.296 0.101
(0.124)  (0.205) (0.165) (0.136) (0.222) (0.189)
Treat x Post x Complex -0.315  -0.578** -0.394 -0.451
(0.257) (0.265) (0.278)  (0.371)
Treat x Post x Experienced 0.256 0.360
(0.372) (0.400)
Treat x Post x Complex X 0.229 -0.033
Experienced (0.466) (0.543)
Strata FE Yes Yes Yes Yes Yes Yes
Month FE Yes Yes Yes Yes Yes Yes
Observations 1670 1670 1670 1887 1887 1887
Mean (control) -0.071  -0.071 -0.071 -0.041  -0.041  -0.041
SD (control) 0.885 0.885 0.885 0.920 0.920 0.920

Confidence before interview

Confidence after interview

(1) (2) (3) (4) (5) (6)
Treat x Post 0.121 0.193 0.231 0.060 0.143 0.102
(0.111) (0.150)  (0.167)  (0.113) (0.150) (0.176)
Explainability x Post 0.394* 0.549 0.161 0.263 0.463 0.065
(0.212) (0.370)  (0.174)  (0.235) (0.401) (0.279)
Treat x Post x Complex -0.161 -0.401 -0.219 -0.261
(0.222)  (0.280) (0.240)  (0.369)
Explainability x Post x Complex -0.428  -0.677** -0.577  -0.666
(0.433)  (0.284) (0.457)  (0.427)
Treat x Post x Experienced -0.142 -0.026
(0.259) (0.264)
Explainability x Post x Experienced 0.728 0.743
(0.613) (0.697)
Treat x Post x Complex X 0.310 0.035
Experienced (0.404) (0.462)
Explainability x Post x Complex x 0.037 -0.120
Experienced (0.709) (0.809)
Strata FE Yes Yes Yes Yes Yes Yes
Month FE Yes Yes Yes Yes Yes Yes
Observations 1670 1670 1670 1887 1887 1887
Mean (control) -0.071  -0.071 -0.071 -0.041  -0.041  -0.041
SD (control) 0.885 0.885 0.885 0.920 0.920 0.920

Notes:

The confidence before interview is the standardized stated confidence in their decisions re-

ported by analysts on a scale of 1-10 before they conduct interview and additional research. The
confidence after interview the standardized stated confidence in their decisions reported by analysts
on a scale of 1-10 before they conduct interview and additional research. Treat is a dummy variable
that takes the value 1 for analysts assigned to treatment 1 and 0 otherwise. Explainability is a dummy
variable that takes the value 1 for analysts assigned to treatment 2 and 0 otherwise. Post takes the
value 1 after the treatment is implemented and 0 otherwise. Compler takes the value 1 if the fund is
classified as an actively managed equity fund and O otherwise. Ezperienced takes the value 1 if the
analyst has more than three years of rating experience at the company and 0 otherwise. Standard er-
rors are in parentheses, clustered at analyst level.76 p<0.05, ** p<0.01, *** p<0.001.



Table A.7: The impact of machine predictions on decisions and reasoning

Change rating Reasoning score
(1) (2) 3) (4) (5) (6)
Treat x Post 0.080** 0.062 0.093** -0.103 -0.059 -0.054
(0.031) (0.045) (0.046) (0.118) (0.154) (0.153)
Treat x Post x High Baseline Confidence 0.056 -0.003
(0.066) (0.213)
Treat x Post x High Baseline Reasoning Score -0.030 -0.090
(0.066) (0.235)
Strata FE Yes Yes Yes Yes Yes Yes
Month FE Yes Yes Yes Yes Yes Yes
Committee FE No No No Yes Yes Yes
Observations 1780 1780 1780 1207 1207 1207

0.113 0.113 0.113 0.238 0.238 0.238

Mean (control)
0.317 0.317 0.928 0.928 0.928

SD (control) 0.317

Notes: All regressions include a full set of strata and month fixed effects.

Regressions in columns (4)-(6) further include review committee fixed effects. Columns (1)-(3) show treatment effects
on Change rating, which is an indicator variable that takes the value 1 if the rating decision by the analyst differs from
the currently assigned rating. Columns (4)-(6) show treatment effects on reasoning score, constructed at the commit-
tee level by standardizing individual scores and taking an average across all reviewers in the committee. Treatment
is a dummy variable that takes the value 1 for analysts assigned to treatment and 0 otherwise. Post takes the value 1
after the treatment is implemented and 0 otherwise. High baseline confidence takes the value 1 if the analyst has an
average stated confidence after interview that is above average at baseline and 0 otherwise. High baseline reasoning
score takes the value 1 if the analyst has an average reasoning score that is above average at baseline and 0 otherwise.
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Table A.8: The impact of machine predictions on decisions

Panel A. Decision change

Change rating Reasoning score
(1) (2) 3) (4)
Treat x Post 0.080** 0.094*** -0.103 -0.161
(0.031) (0.033) (0.118) (0.118)
Treat x Post x New coverage -0.133*** 0.531
(0.048) (0.418)
Strata FE Yes Yes Yes Yes
Month FE Yes Yes Yes Yes
Committee FE No No Yes Yes
Observations 1780 1780 1207 1207
Mean (control) 0.113 0.113 0.238 0.238
SD (control) 0.317 0.317 0.928 0.928
Panel B. Decision performance
Fund returns in 3 months Fund returns in 6 months
(1) (2) 3) (4)
Treat x Post x Recommend 0.894 -0.070 1.130 0.555
(3.033) (2.954) (2.165) (2.284)
Treat x Post x Recommend x New Coverage 15.054 12.369
(11.808) (8.223)
Strata FE Yes Yes Yes Yes
Month FE Yes Yes Yes Yes
Observations 1670 1670 1668 1668
Mean (control) -4.467 -4.467 -4.832 -4.832
SD (control) 13.865 13.865 11.525 11.525

Notes: Panel A shows treatment effects on Change rating, which is an indicator variable that takes the value 1 if
the rating decision by the analyst differs from the currently assigned rating. Panel B shows whether recommended
funds by treated analysts observe higher fund returns in subsequent months. Columns (1)-(3) of Panel B show treat-
ment effects on Fund returns in 8 months, the risk-adjusted return of a fund 3 months after its rating is published.
Columns (4)-(6) of Panel B show treatment effects on Fund returns in 6 months, the risk-adjusted return of a fund in
6 months after its rating is published. Treatment is an indicator variable that takes the value 1 for analysts assigned
to the treatment group and 0 otherwise. Post takes the value 1 after the treatment is implemented and 0 otherwise.
Complex takes the value 1 if the fund is classified as an actively managed equity fund and 0 otherwise. Ezperienced
takes the value 1 if the analyst has more than three years of rating experience at the company and 0 otherwise. Rec-
ommend takes the value 1 for funds that analysts recommend and 0 otherwise. New coverage takes the value 1 if it
is the first time that an analyst covers a given fund and 0 otherwise. All regressions include a full set of strata and
month fixed effects, and regressions in Panel B additionally control for fund age and size.

Standard errors are in parentheses, clustered at analyst level. * p<0.05, ** p<0.01, *** p<0.001.
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Table A.9: The impact of machine predictions on decisions

Panel A. Decision change

Change rating Reasoning score
(1) () 3) (4)
Treat x Post 0.080** 0.166*** -0.103 0.197
(0.031) (0.049) (0.118) (0.244)
Treat x Post x Male -0.115* -0.401
(0.065) (0.286)
Strata FE Yes Yes Yes Yes
Month FE Yes Yes Yes Yes
Committee FE No No Yes Yes
Observations 1780 1780 1207 1207
Mean (control) 0.113 0.113 0.238 0.238
SD (control) 0.317 0.317 0.928 0.928
Panel B. Decision performance
Fund returns in 3 months Fund returns in 6 months
(1) (2) 3) (4)
Treat x Post x Recommend 0.894 1.203 1.130 5.424
(3.033) (6.518) (2.165) (3.463)
Treat x Post x Recommend x Male -0.025 -5.239
(7.387) (4.313)
Strata FE Yes Yes Yes Yes
Month FE Yes Yes Yes Yes
Observations 1670 1670 1668 1668
Mean (control) -4.467 -4.467 -4.832 -4.832
SD (control) 13.865 13.865 11.525 11.525

Notes: Panel A shows treatment effects on Change rating, which is an indicator variable that takes the value 1 if
the rating decision by the analyst differs from the currently assigned rating. Panel B shows whether recommended
funds by treated analysts observe higher fund returns in subsequent months. Columns (1)-(3) of Panel B show treat-
ment effects on Fund returns in 8 months, the risk-adjusted return of a fund 3 months after its rating is published.
Columns (4)-(6) of Panel B show treatment effects on Fund returns in 6 months, the risk-adjusted return of a fund in
6 months after its rating is published. Treatment is an indicator variable that takes the value 1 for analysts assigned
to the treatment group and 0 otherwise. Post takes the value 1 after the treatment is implemented and 0 otherwise.
Complex takes the value 1 if the fund is classified as an actively managed equity fund and 0 otherwise. Ezperienced
takes the value 1 if the analyst has more than three years of rating experience at the company and 0 otherwise. Rec-
ommend takes the value 1 for funds that analysts recommend and 0 otherwise. Male takes the value 1 if the analyst
is male and 0 if the analyst is female. All regressions include a full set of strata and month fixed effects, and regres-
sions in Panel B additionally control for fund age and size.

Standard errors are in parentheses, clustered at analyst level. * p<0.05, ** p<0.01, *** p<0.001.
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Table A.10: The impact of machine predictions on decisions

Panel A. Decision change

Change rating Reasoning score
(1) (2) (3) (4)
Treat x Post 0.080** 0.080** -0.103 -0.071
(0.031) (0.032) (0.118) (0.122)
Treat x Post x Manager -0.024 -0.525
(0.101) (0.433)
Strata FE Yes Yes Yes Yes
Month FE Yes Yes Yes Yes
Committee FE No No Yes Yes
Observations 1780 1780 1207 1207
Mean (control) 0.113 0.113 0.238 0.238
SD (control) 0.317 0.317 0.928 0.928
Panel B. Decision performance
Fund returns in 3 months Fund returns in 6 months
(1) (2) (3) (4)
Treat x Post x Recommend 0.894 1.748 1.130 1.338
(3.033) (3.219) (2.165) (2.285)
Treat x Post X Recommend x Manager -15.320%* -4.750
(6.379) (4.432)
Strata FE Yes Yes Yes Yes
Month FE Yes Yes Yes Yes
Observations 1670 1670 1668 1668
Mean (control) -4.467 -4.467 -4.832 -4.832
SD (control) 13.865 13.865 11.525 11.525

Notes: Panel A shows treatment effects on Change rating, which is an indicator variable that takes the value 1 if
the rating decision by the analyst differs from the currently assigned rating. Panel B shows whether recommended
funds by treated analysts observe higher fund returns in subsequent months. Columns (1)-(3) of Panel B show treat-
ment effects on Fund returns in 8 months, the risk-adjusted return of a fund 3 months after its rating is published.
Columns (4)-(6) of Panel B show treatment effects on Fund returns in 6 months, the risk-adjusted return of a fund in
6 months after its rating is published. Treatment is an indicator variable that takes the value 1 for analysts assigned
to the treatment group and 0 otherwise. Post takes the value 1 after the treatment is implemented and 0 otherwise.
Recommend takes the value 1 for funds that analysts recommend and 0 otherwise. Male takes the value 1 if the an-
alyst is male and 0 otherwise. All regressions include a full set of strata and month fixed effects, and regressions in
Panel B additionally control for fund age and size.

Standard errors are in parentheses, clustered at analyst level. * p<0.05, ** p<0.01, *** p<0.001.
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Table A.11: The impact of machine predictions on decisions

Panel A. Decision change

Change rating Reasoning score
(1) (2) (3) (4)
Treat x Post 0.080** 0.088** -0.103 -0.120
(0.031) (0.044) (0.118) (0.173)
Treat x Post x Postgraduate -0.010 0.025
(0.065) (0.227)
Strata FE Yes Yes Yes Yes
Month FE Yes Yes Yes Yes
Committee FE No No Yes Yes
Observations 1780 1780 1207 1207
Mean (control) 0.113 0.113 0.238 0.238
SD (control) 0.317 0.317 0.928 0.928
Panel B. Decision performance
Fund returns in 3 months Fund returns in 6 months
(1) (2) (3) (4)
Treat x Post x Recommend 0.894 -5.856 1.130 -3.132
(3.033) (3.598) (2.165) (2.372)
Treat X Post x Recommend x Postgraduate 15.359** 8.961*
(6.443) (4.728)
Strata FE Yes Yes Yes Yes
Month FE Yes Yes Yes Yes
Observations 1670 1670 1668 1668
Mean (control) -4.467 -4.467 -4.832 -4.832
SD (control) 13.865 13.865 11.525 11.525

Notes: Panel A shows treatment effects on Change rating, which is an indicator variable that takes the value 1 if
the rating decision by the analyst differs from the currently assigned rating. Panel B shows whether recommended
funds by treated analysts observe higher fund returns in subsequent months. Columns (1)-(3) of Panel B show treat-
ment effects on Fund returns in 8 months, the risk-adjusted return of a fund 3 months after its rating is published.
Columns (4)-(6) of Panel B show treatment effects on Fund returns in 6 months, the risk-adjusted return of a fund in
6 months after its rating is published. Treatment is an indicator variable that takes the value 1 for analysts assigned
to the treatment group and 0 otherwise. Post takes the value 1 after the treatment is implemented and 0 otherwise.
Recommend takes the value 1 for funds that analysts recommend and 0 otherwise. Postgraduate takes the value 1 if
the analyst has a post-graduate degree and 0 otherwise. All regressions include a full set of strata and month fixed
effects, and regressions in Panel B additionally control for fund age and size.

Standard errors are in parentheses, clustered at analyst level. * p<0.05, ** p<0.01, *** p<0.001.
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Table A.12: The impact of machine predictions on decisions

Panel A. Decision change

Change rating

(1) (2) 3) (4) () (6)

Treat x Post 0.074** 0.075%* 0.080** 0.080** 0.080* 0.067

(0.033) (0.033) (0.031) (0.031) (0.043) (0.060)

Treat x Post x Complex -0.000 0.007

(0.071) (0.106)

Treat x Post x Experienced 0.033

(0.090)

Treat x Post x Complex X -0.029

Experienced (0.144)
Strata FE No Yes No Yes Yes Yes
Month FE No No Yes Yes Yes Yes
Observations 1780 1780 1780 1780 1780 1780
Mean (control) 0.113 0.113 0.113 0.113 0.113 0.113
SD (control) 0.317 0.317 0.317 0.317 0.317 0.317

Panel B. Decision performance

Fund returns in 3 months Fund returns in 6 months

(1) (2) (3) (4) (5) (6)
Treat x Post x Recommend 0.894 9.886*** 13.499%** 1.130 7.949%** 8.885**
(3.033) (2.585) (3.440) (2.165) (2.487) (3.620)

Treat x Post x Recommend X Active -16.822***  _14.568%* -11.458*** -8.163
Equity (5.268) (7.764) (4.191) (6.830)
Treat x Post x Recommend x Experienced -9.966* -3.784
(5.374) (4.691)

Treat x Post x Recommend x Active -0.198 -1.867
Equity x Experienced (11.332) (9.125)

Strata FE Yes Yes Yes Yes Yes Yes

Month FE Yes Yes Yes Yes Yes Yes
Observations 1670 1670 1670 1668 1668 1668
Mean (control) -4.467 -4.467 -4.467 -4.832 -4.832 -4.832
SD (control) 13.865 13.865 13.865 11.525 11.525 11.525

Notes: Panel A shows treatment effects on Change rating, which is an indicator variable that takes the value 1 if
the rating decision by the analyst differs from the currently assigned rating. Panel B shows whether recommended
funds by treated analysts observe higher fund returns in subsequent months. Columns (1)-(3) of Panel B show treat-
ment effects on Fund returns in 3 months, the risk-adjusted return of a fund 3 months after its rating is published.
Columns (4)-(6) of Panel B show treatment effects on Fund returns in 6 months, the risk-adjusted return of a fund in
6 months after its rating is published. Treatment is an indicator variable that takes the value 1 for analysts assigned
to the treatment group and 0 otherwise. Post takes the value 1 after the treatment is implemented and 0 otherwise.
Complex takes the value 1 if the fund is classified as an actively managed equity fund and 0 otherwise. Ezperienced
takes the value 1 if the analyst has more than the medium rating experience at the company and 0 otherwise. Rec-
ommend takes the value 1 for funds that analysts recommend and 0 otherwise. All regressions include a full set of
strata and month fixed effects, and regressions in Panel B additionally control for fund age and size.

Standard errors are in parentheses, clustered at analyst level. * p<0.05, ** p<0.01, *** p<0.001.
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Table A.13: The impact of machine predictions on reasoning

All committees Single
G

Treat x Post 0.012 -0.124  -0.292 -0.366 -0.423

(0.169) (0.210) (0.307) (0.249) (0.277)

Treat x Post x Complex 0.297 0.440 0.301 0.707*

(0.351) (0.364) (0.299) (0.376)

Treat x Post x Experienced 0.410 0.520 0.533

(0.445) (0.333) (0.373)

Treat x Post x Complex X -0.478 -0.537  -0.821

Experienced (0.645) (0.438) (0.526)
Strata FE Yes Yes Yes Yes Yes
Month FE Yes Yes Yes Yes Yes
Committee FE No No No Yes Yes
Observations 1313 1313 1313 1207 901
Mean (control) 0.238 0.238 0.238 0.238 0.286
SD (control) 0.928 0.928 0.928 0.928 0.968

Notes: All regressions include a full set of strata and month fixed effects. Regres-
sions in columns (4)-(5) further include review committee fixed effects. Reasoning
score is constructed at the committee level by standardizing individual scores and
taking an average across all reviewers in the committee. Regressions in columns
(1)-(4) include committees of all sizes, which vary between 1 reviewer and 4 review-
ers per committee. Column (5) analyzes the subsample of committees with one
reviewer only. Treatment is a dummy variable that takes the value 1 for analysts
assigned to treatment and 0 otherwise. Post takes the value 1 after the treatment
is implemented and 0 otherwise. Complezr takes the value 1 if the fund is classified
as an actively managed equity fund and 0 otherwise. Ezperienced takes the value
1 if the analyst has more than the medium rating experience at the company and
0 otherwise.

Standard errors are in parentheses, clustered at analyst level. * p<0.05, ** p<0.01,
*E p<0.001.
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Table A.14: The impact of machine predictions on decisions

Panel A. Decision change

Change rating
(1) (2) (3) (4) (5)

Treat x Post 0.074** 0.075** 0.080** 0.080**
(0.033) (0.033) (0.031) (0.031)
Treat x Post x New x Simpler 0.076
(0.046)
Treat x Post x New x Complex 0.045
(0.097)
Treat x Post x Experienced x Simpler 0.079
(0.054)
Treat x Post x Experienced x Complex 0.100*
(0.057)
Strata FE No Yes No Yes Yes
Month FE No No Yes Yes Yes
Observations 1780 1780 1780 1780 1780
Mean (control) 0.113 0.113 0.113 0.113 0.113
SD (control) 0.317 0.317 0.317 0.317 0.317
Panel B. Decision performance
Fund returns in 3 months Fund returns in 6 months
(1) (2) (3) (4)
Treat x Post x Recommend 0.894 1.130
(3.033) (2.165)
Treat x Post x Recommend x New x Simpler 9.933*** 6.359
(3.439) (4.085)
Treat x Post x Recommend x New x Complex -5.204 0.718
(6.912) (4.783)
Treat x Post x Recommend x Experienced x Simpler 6.418* 6.077**
(3.536) (2.879)
Treat x Post x Recommend x Experienced x Complex -6.328 -4.788
(5.267) (3.973)
Strata FE Yes Yes Yes Yes
Month FE Yes Yes Yes Yes
Observations 1670 1670 1668 1668
Mean (control) -4.467 -4.467 -4.832 -4.832
SD (control) 13.865 13.865 11.525 11.525

Notes: Panel A shows treatment effects on Change rating, which is an indicator variable that takes the value 1 if
the rating decision by the analyst differs from the currently assigned rating. Panel B shows whether recommended
funds by treated analysts observe higher fund returns in subsequent months. Columns (1)-(3) of Panel B show treat-
ment effects on Fund returns in 3 months, the risk-adjusted return of a fund 3 months after its rating is published.
Columns (4)-(6) of Panel B show treatment effects on Fund returns in 6 months, the risk-adjusted return of a fund in
6 months after its rating is published. Treatment is an indicator variable that takes the value 1 for analysts assigned
to the treatment group and 0 otherwise. Post takes the value 1 after the treatment is implemented and 0 otherwise.
Complex takes the value 1 if the fund is classified as an actively managed equity fund and 0 otherwise. Experienced
takes the value 1 if the analyst has more than three years of rating experience at the company and 0 otherwise. Rec-
ommend takes the value 1 for funds that analysts recommend and 0 otherwise. All regressions include a full set of
strata and month fixed effects, and regressions in Panel B additionally control for fund age and size.

Standard errors are in parentheses, clustered at analyst lgzzlel. * p<0.05, ** p<0.01, *** p<0.001.



Table A.15: The impact of machine predictions on reasoning

All committees Single
(1) (2) (3) (4)
Treat x Post 0.012
(0.169)
Treat x Post x New x Simpler -0.509*  -0.368*  -0.231
(0.261)  (0.221)  (0.213)
Treat x Post x New x Complex 0.660**  0.366*  0.545**
(0.259)  (0.215)  (0.247)
Treat x Post x Experienced x Simpler -0.047 -0.018 -0.040
(0.249)  (0.194)  (0.201)
Treat x Post x Experienced x Complex -0.024 -0.295 -0.152
(0.352)  (0.187)  (0.224)
Strata FE Yes Yes Yes Yes
Month FE Yes Yes Yes Yes
Committee FE No No Yes Yes
Observations 1313 1313 1207 901
Mean (control) 0.238 0.238 0.238 0.286
SD (control) 0.928 0.928 0.928 0.968

Notes: All regressions include a full set of strata and month fixed effects. Regres-
sions in columns (4)-(5) further include review committee fixed effects. Reasoning
score is constructed at the committee level by standardizing individual scores and
taking an average across all reviewers in the committee. Regressions in columns (1)-
(4) include committees of all sizes, which vary between 1 reviewer and 4 reviewers
per committee. Column (5) analyzes the subsample of committees with one reviewer
only. Treatment is a dummy variable that takes the value 1 for analysts assigned to
treatment and 0 otherwise. Post takes the value 1 after the treatment is implemented
and 0 otherwise. Complex takes the value 1 if the fund is classified as an actively
managed equity fund and 0 otherwise. Exzperienced takes the value 1 if the analyst
has more than three years of rating experience at the company and 0 otherwise.
Standard errors are in parentheses, clustered at analyst level. * p<0.05, ** p<0.01,

K p<0.001.
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Table A.16: The number of decision drivers and causal statements by experimental condition

Decision drivers Causal statements

) (2) 3) (4)

Treat x Post -0.332%* -0.065
(0.187) (0.040)
Treat x Post x New x Simpler -0.047 -0.016
(0.348) (0.050)
Treat x Post x New x Complex -0.547 -0.184***
(0.409) (0.052)
Treat x Post x Experienced x Simpler -0.492 -0.157**
(0.404) (0.068)
Treat x Post x Experienced x Complex -0.487 0.079
(0.295) (0.063)
Strata FE Yes Yes Yes Yes
Month FE Yes Yes Yes Yes
Observations 1317 1317 948 948
Mean (control) 1.728 1.728 2.104 2.104
SD (control) 0.896 0.896 0.274 0.274

Notes: All regressions include a full set of strata and month fixed effects. Decision
drivers measure the number of reported decision drivers by the analyst and is natural
log transformed. Causal statements measure the number of causal statements in the
analyst report as identified by GPT-4 and is natural log transformed. Treatment is a
dummy variable that takes the value 1 for analysts assigned to treatment and 0 oth-
erwise. Post takes the value 1 after the treatment is implemented and 0 otherwise.
Complex takes the value 1 if the fund is classified as an actively managed equity fund
and O otherwise. FEzperienced takes the value 1 if the analyst has more than three
years of rating experience at the company and 0 otherwise.

Standard errors are in parentheses, clustered at analyst level. * p<0.05, ** p<0.01,
K p<0.001.
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Table A.17: The impact of algorithm explainability on decisions and causal explanations

Panel A: Decision change

Change rating Reasoning score
(1 ) &) 4)
Treat x Post 0.120%** 0.005
(0.041) (0.235)
Explainability x Post 0.040 0.020
(0.034) (0.194)
Treat x Post x New x Simpler 0.038 -0.602%*
(0.056) (0.253)
Treat x Post x New x Complex 0.059 0.603**
(0.130) (0.291)
Treat x Post x Experienced x Simpler 0.146** -0.483%*
(0.063) (0.230)
Treat x Post x Experienced x Complex 0.224*** 0.295
(0.074) (0.616)
Explainability x Post x New x Simpler 0.107* -0.411
(0.055) (0.357)
Explainability x Post x New x Complex 0.098* 0.832***
(0.057) (0.270)
Explainability x Post x Experienced x Simpler 0.007 0.290
(0.060) (0.361)
Explainability x Post x Experienced x Complex 0.018 -0.283
(0.045) (0.280)
Strata FE Yes Yes Yes Yes
Month FE Yes Yes Yes Yes
Observations 1780 1780 1313 1313

Panel B: Decision performance
Fund returns in 3 months  Fund returns in 6 months

(1) (2) 3) (4)

Treat x Post -1.278 -1.941
(2.072) (2.296)
Explainability x Post -3.100 -0.092
(2.120) (2.694)
Treat X Post X Recommend 0.002 -9.388%* 1.834 -1.865
(4.065) (5.120) (2.547) (3.704)
Explainability x Post X Recommend 2.235 -3.169 0.322 -6.295
(3.357) (6.759) (3.118) (5.915)
Treat x Post x New x Simpler -1.605 1.247
(2.614) (3.696)
Treat x Post x New x Complex 4.428 -2.080
(5.208) (7.220)
Treat x Post x Experienced x Simpler -2.542 -2.996
(1.958) (1.879)
Treat x Post x Experienced x Complex -3.432 -3.822
(2.679) (3.001)
Explainability x Post x New x Simpler -5.419 5.917
(3.958) (5.600)
Explainability x Post x New x Complex -2.238 -9.630**
(7.288) (4.086)
Explainability x Post x Experienced x Simpler -5.452% -4.355%*
(2.870) (2.100)
Explainability x Post x Experienced x Complex 87 0.285 3.651
(4.472) (5.070)
Treat x Post x Recommend x New x Simpler 23.282%** 11.422*

(6.431) (5.931)



Table A.18: The depth and breadth of decision drivers and causal statements by experimental
condition

Breadth of decision drivers Depth of decision drivers
v ® ©® @ 5
Treat x Post -0.386  -0.027 0.134 -0.331 0.257  1.239%*
(0.251) (0.336) (0.433) (0.448) (0.556)  (0.600)
Treat x Post x Complex -0.613  -0.936 -0.922  -2.524*
(0.444) (0.616) (0.867)  (1.308)
Treat x Post x Experienced -0.135 -1.659
(0.574) (1.065)
Treat x Post x Complex X 0.263 2.540
Experienced (0.779) (1.709)
Strata FE Yes Yes Yes Yes Yes Yes
Month FE Yes Yes Yes Yes Yes Yes
Observations 1317 1317 1317 1317 1317 1317
Mean (control) 2.596 2.596 2.596 4.003 4.003 4.003
SD (control) 1.216 1.216 1.216 2.404 2.404 2.404

Notes: All regressions include a full set of strata and month fixed effects. Breadth of de-
cision drivers measures to what extend the reported decision drivers by the analyst span
across five major categories of decision drivers. Depth of decision drivers measures depth of
decision drivers by counting the number of decision drivers in the category where an analyst
reports the largest number of decision drivers. Treatment is a dummy variable that takes the
value 1 for analysts assigned to treatment and O otherwise. Post takes the value 1 after the
treatment is implemented and 0 otherwise. Compler takes the value 1 if the fund is classi-
fied as an actively managed equity fund and 0 otherwise. FEzperienced takes the value 1 if
the analyst has more than three years of rating experience at the company and 0 otherwise.
Standard errors are in parentheses, clustered at analyst level. * p<0.05, ** p<0.01, ***
p<0.001.
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Table A.19: The impact of machine predictions on decisions

Panel A. Decision change

Change rating

(1) (2) 3)
Treat x Post 0.075** 0.070 0.109*
(0.033) (0.045) (0.057)
Treat x Post x Complex 0.006 -0.047
(0.072) (0.119)
Treat x Post x Experienced -0.045
(0.086)
Treat x Post x Complex X 0.060
Experienced (0.149)
Strata FE Yes Yes Yes
Observations 1780 1780 1780
Mean (control) 0.113 0.113 0.113
SD (control) 0.317 0.317 0.317
Panel B. Decision performance
Fund returns in 3 months Fund returns in 6 months
(1) (2) (3) (4) (5) (6)
Treat x Post x Recommend 1.247 12.367*** 14.468*** 1.123 8.543*** 6.704*
(3.178) (2.654) (3.365) (2.250) (2.563) (3.679)
Treat x Post x Recommend x Active -21.020%**  -19.903*** -12.566***  -8.136
Equity (5.161) (7.204) (4.313)  (6.443)
Treat x Post x Recommend x Experienced -7.326 0.148
(4.892) (4.396)
Treat x Post x Recommend x Active 4.800 -1.575
Equity x Experienc (10.114) (8.415)
Strata FE Yes Yes Yes Yes Yes Yes
Observations 1670 1670 1670 1668 1668 1668
Mean (Control) -4.467 -4.467 -4.467 -4.832 -4.832 -4.832
SD (control) 13.865 13.865 13.865 11.525 11.525 11.525

Notes: Panel A shows treatment effects on Change rating, which is an indicator variable that takes the value 1 if
the rating decision by the analyst differs from the currently assigned rating. Panel B shows whether recommended
funds by treated analysts observe higher fund returns in subsequent months. Columns (1)-(3) of Panel B show treat-
ment effects on Fund returns in 3 months, the risk-adjusted return of a fund 3 months after its rating is published.
Columns (4)-(6) of Panel B show treatment effects on Fund returns in 6 months, the risk-adjusted return of a fund in
6 months after its rating is published. Treatment is an indicator variable that takes the value 1 for analysts assigned
to the treatment group and 0 otherwise. Post takes the value 1 after the treatment is implemented and 0 otherwise.
Complex takes the value 1 if the fund is classified as an actively managed equity fund and 0 otherwise. Ezperienced
takes the value 1 if the analyst has more than three years of rating experience at the company and 0 otherwise. Rec-
ommend takes the value 1 for funds that analysts recommend and 0 otherwise. All regressions include strata fixed
effects, and regressions in Panel B additionally control for fund age and size. Standard errors are in parentheses,
clustered at analyst level. * p<0.05, ** p<0.01, *** p<0.001.
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Table A.20: The impact of machine predictions on reasoning

All committees Single
Hm @ ® @ 6

Treat x Post 0.007 -0.131  -0.663* -0.542*  -0.661%*

(0.166)  (0.211)  (0.343) (0.317)  (0.333)

Treat x Post x Complex 0.301  0.910**  0.599 1.124%*

(0.349) (0.398) (0.384)  (0.445)

Treat x Post x Experienced 0.814*  0.652* 0.758%*

(0.435)  (0.370)  (0.393)

Treat x Post x Complex X -0.939  -0.799* -1.300**

Experienced (0.603)  (0.462)  (0.530)
Strata FE Yes Yes Yes Yes Yes
Committee FE No No No Yes Yes
Observations 1313 1313 1313 1207 901
Mean (control) 0.238 0.238 0.238 0.238 0.286
SD (control) 0.928 0.928 0.928 0.928 0.968

Notes:  All regressions include strata fixed effects. Regressions in columns (4)-(5)
further include review committee fixed effects. Reasoning score is constructed at
the committee level by standardizing individual scores and taking an average across
all reviewers in the committee. Regressions in columns (1)-(4) include committees
of all sizes, which vary between 1 reviewer and 4 reviewers per committee. Column
(5) analyzes the subsample of committees with one reviewer only. Treatment is a
dummy variable that takes the value 1 for analysts assigned to treatment and 0 oth-
erwise. Post takes the value 1 after the treatment is implemented and 0 otherwise.
Complex takes the value 1 if the fund is classified as an actively managed equity
fund and 0 otherwise. Ezperienced takes the value 1 if the analyst has more than
three years of rating experience at the company and 0 otherwise. Standard errors
are in parentheses, clustered at analyst level. * p<0.05, ** p<0.01, *** p<0.001.
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Table A.21: The number of decision drivers and causal statements by experimental condition

Decision drivers

Causal statements

1) (2) 3) (4) (5) (6)
Treat x Post -0.319*  0.040 0.443 -0.061  -0.103* 0.041
(0.191)  (0.260)  (0.320)  (0.041) (0.053) (0.083)
Treat x Post x Complex -0.609%  -1.374** 0.097 -0.200*
(0.352)  (0.543) (0.080) (0.115)
Treat x Post x Experienced -0.776* -0.243**
(0.459) (0.107)
Treat x Post x Complex x 1.266* 0.481***
Experienced (0.666) (0.147)
Strata FE Yes Yes Yes Yes Yes Yes
Observations 1317 1317 1317 948 948 948
Mean (control) 1.728 1.728 1.728 2.104 2.104 2.104
SD (control) 0.896 0.896 0.896 0.274 0.274 0.274

Notes:  All regressions include strata fixed effects. Decision drivers measure the number of
reported decision drivers by the analyst and is natural log transformed. Causal statements mea-
sure the number of causal statements in the analyst report as identified by GPT-4 and is natural
log transformed. Treatment is a dummy variable that takes the value 1 for analysts assigned
to treatment and 0 otherwise. Post takes the value 1 after the treatment is implemented and
0 otherwise. Compler takes the value 1 if the fund is classified as an actively managed equity
fund and 0 otherwise. Ezperienced takes the value 1 if the analyst has more than three years
of rating experience at the company and 0 otherwise. Standard errors are in parentheses, clus-
tered at analyst level. * p<0.05, ** p<0.01, *** p<0.001.
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Table A.22: The impact of algorithm explainability on decisions and reasoning

Panel A: Decision change

Change rating

Reasoning score

) (2)

®3)

(4) (%)

(6)

Treat x Post 0.111%* 0.082 0.070 0.004 -0.359 -0.812%*
(0.043) (0.051) (0.067) (0.233) (0.225) (0.361)
Explainability x Post 0.039 0.056 0.150%** 0.010 0.094 -0.540
(0.037)  (0.051) (0.057)  (0.189)  (0.277) (0.395)
Treat x Post x Complex 0.067 -0.007 0.727 1.009**
(0.102) (0.150) (0.449) (0.440)
Explainability x Post x Complex -0.045 -0.006 -0.162 0.954**
(0.068) (0.084) (0.385) (0.391)
Treat x Post X Experienced 0.060 0.553
(0.097) (0.425)
Explainability x Post x Experienced -0.153 1.023*
(0.093) (0.552)
Treat x Post x Complex X 0.087 -0.323
Experienced (0.185) (0.789)
Explainability x Post x Complex x -0.000 -1.565%*
Experienced (0.122) (0.632)
Strata FE Yes Yes Yes Yes Yes Yes
Observations 1780 1780 1780 1313 1313 1313

Panel B: Decision performance

Fund returns in 3 months

Fund returns in 6 months

(1) (2) (3) (4) (5) (6)
Treat x Post x Recommend 0.418 13.524%** 18.246%** 2.187 10.252%**  10.589**
(4.193) (3.436) (3.948) (2.655) (3.175) (4.391)
Explainability x Post X Recommend 2.524 12.003*** 14.319%** -0.123 6.919** 2.976
(3.684) (3.737) (5.247) (3.118) (3.279) (4.755)
Treat x Post X Recommend X Active -24.363%**  _22.685%** -13.090** -12.380
Equity (5.966) (8.499) (5.051) (7.527)
Explainability x Post x Recommend x -18.022*%*  -23.613%** -11.938** -3.070
Complex (6.931) (7.945) (6.002) (7.170)
Treat X Post X Recommend x Experienced -10.135%* -2.229
(5.604) (5.178)
Explainability x Post X Recommend X -11.585 -1.177
Experienced (8.956) (6.589)
Treat x Post x Recommend x Active 1.595 3.223
Equity x Experienc (10.856) (9.114)
Explainability x Post X Recommend X 17.415 -2.408
Complex X (13.136) (10.804)
Strata FE Yes Yes Yes Yes Yes Yes
Observations 1670 1670 1670 1668 1668 1668
Notes: Treat is an indicator variable that takes the value 1 for analysts assigned to treatment 1 who receive only the al-

gorithmic prediction. Ezplainability is a dummy variable that takes the value 1 for analysts assigned to treatment 2 who
receive algorithmic predictions along with key fund features that contributed most to the prediction based on Shapley val-
ues. Post takes the value 1 after the treatment is implemented and 0 otherwise. Complex takes the value 1 if the fund is
classified as an actively managed equity fund and 0 otherwise. Ezperienced takes the value 1 if the analyst has more than
three years of rating experience at the company and 0 otherwise. Recommend takes the value 1 for funds that analysts
recommend and 0 otherwise. All regressions include strata fixed effects, and regressions in Panel B additionally control
for fund age and size. Standard errors are in parentheses, clustered at analyst level. * p<0.05, ** p<0.01, *** p<0.001.
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Table A.23: The impact of machine predictions on decisions

Panel A. Decision change

Change rating

(1) (2) (3)
Treat x Post 0.080** 0.074* 0.105*
(0.031) (0.044) (0.059)
Treat x Post x Complex 0.003 -0.034
(0.071) (0.126)
Treat x Post x Experienced -0.035
(0.086)
Treat x Post x Complex X 0.039
Experienced (0.154)
Month FE Yes Yes Yes
Observations 1780 1780 1780
Mean (control) 0.113 0.113 0.113
SD (control) 0.317 0.317 0.317
Panel B. Decision performance
Fund returns in 3 months Fund returns in 6 months
(1) (2) (3) (4) (5) (6)
Treat x Post x Recommend 1.183 10.044***  10.746%** 1.094 7.943%** 5.693
(3.101)  (2.777) (3.820)  (2.239)  (2.441)  (3.968)
Treat x Post X Recommend x Complex -17.437FFF  -16.506%* -12.119%%%  -7.769
(5.344) (7.706) (4.083) (6.303)
Treat x Post x Recommend x Experienced -3.264 2.721
(5.430) (4.939)
Treat x Post x Recommend x Complex 3.338 -2.799
x Experienced (10.535) (8.445)
Month FE Yes Yes Yes Yes Yes Yes
Observations 1670 1670 1670 1668 1668 1668
Mean (control) -4.467 -4.467 -4.467 -4.832 -4.832 -4.832
SD (control) 13.865 13.865 13.865 11.525 11.525 11.525

Notes: Panel A shows treatment effects on Change rating, which is an indicator variable that takes the value 1 if
the rating decision by the analyst differs from the currently assigned rating. Panel B shows whether recommended
funds by treated analysts observe higher fund returns in subsequent months. Columns (1)-(3) of Panel B show treat-
ment effects on Fund returns in 3 months, the risk-adjusted return of a fund 3 months after its rating is published.
Columns (4)-(6) of Panel B show treatment effects on Fund returns in 6 months, the risk-adjusted return of a fund in
6 months after its rating is published. Treatment is an indicator variable that takes the value 1 for analysts assigned
to the treatment group and 0 otherwise. Post takes the value 1 after the treatment is implemented and 0 otherwise.
Complex takes the value 1 if the fund is classified as an actively managed equity fund and 0 otherwise. Ezperienced
takes the value 1 if the analyst has more than three years of rating experience at the company and 0 otherwise. Rec-
ommend takes the value 1 for funds that analysts recommend and O otherwise. All regressions include month fixed
effects, and regressions in Panel B additionally control for fund age and size. Standard errors are in parentheses,
clustered at analyst level. * p<0.05, ** p<0.01, *** p<0.001.
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Table A.24: The impact of machine predictions on reasoning

All committees Single
Hm @ ® @ 6

Treat x Post -0.002  -0.055 -0.613* -0.510% -0.603*

(0.177)  (0.218)  (0.316)  (0.292)  (0.318)

Treat x Post x Complex 0.188  0.785**  (.528 1.005%*

(0.354)  (0.358)  (0.350)  (0.407)

Treat x Post x Experienced 0.818*  0.658* 0.726*

(0.418)  (0.352)  (0.381)

Treat x Post x Complex X -0.885  -0.778%  -1.220**

Experienced (0.590)  (0.437)  (0.498)
Month FE Yes Yes Yes Yes Yes
Committee FE No No No Yes Yes
Observations 1313 1313 1313 1207 901
Mean (control) 0.238 0.238 0.238 0.238 0.286
SD (control) 0.928 0.928 0.928 0.928 0.968

Notes: All regressions include month fixed effects. Regressions in columns (4)-(5)
further include review committee fixed effects. Reasoning score is constructed at
the committee level by standardizing individual scores and taking an average across
all reviewers in the committee. Regressions in columns (1)-(4) include committees
of all sizes, which vary between 1 reviewer and 4 reviewers per committee. Column
(5) analyzes the subsample of committees with one reviewer only. Treatment is a
dummy variable that takes the value 1 for analysts assigned to treatment and 0 oth-
erwise. Post takes the value 1 after the treatment is implemented and 0 otherwise.
Complex takes the value 1 if the fund is classified as an actively managed equity
fund and 0 otherwise. Ezperienced takes the value 1 if the analyst has more than
three years of rating experience at the company and 0 otherwise. Standard errors
are in parentheses, clustered at analyst level. * p<0.05, ** p<0.01, *** p<0.001.
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Table A.25: The number of decision drivers and causal statements by experimental condition

Decision drivers Causal statements
(1) (2) 3) (4) (5) (6)
Treat x Post -0.319 0.082 0.476 -0.067  -0.123** 0.033
(0.199)  (0.297) (0.330) (0.043) (0.055) (0.075)
Treat x Post x Complex -0.718*%  -1.419** 0.142* -0.201*
(0.386) (0.552) (0.084) (0.107)
Treat x Post x Experienced -0.873 -0.252**
(0.547) (0.099)
Treat x Post x Complex X 1.330%* 0.539%***
Experienced (0.730) (0.140)
Month FE Yes Yes Yes Yes Yes Yes
Observations 1317 1317 1317 948 948 948
Mean (control) 1.728 1.728 1.728 2.104 2.104 2.104
SD (control) 0.896 0.896 0.896 0.274 0.274 0.274

Notes:  All regressions include month fixed effects. Decision drivers measure the number of
reported decision drivers by the analyst and is natural log transformed. Causal statements mea-
sure the number of causal statements in the analyst report as identified by GPT-4 and is natural
log transformed. Treatment is a dummy variable that takes the value 1 for analysts assigned to
treatment and 0 otherwise. Post takes the value 1 after the treatment is implemented and 0 oth-
erwise. Complezr takes the value 1 if the fund is classified as an actively managed equity fund
and 0 otherwise. Ezperienced takes the value 1 if the analyst has more than three years of rat-
ing experience at the company and 0 otherwise. Standard errors are in parentheses, clustered at
analyst level. * p<0.05, ** p<0.01, *** p<0.001.
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Table A.26: The impact of algorithm explainability on decisions and reasoning

Panel A: Decision change

Change rating

Reasoning score

(1) (2)

3)

(4) (5)

(6)

Treat x Post 0.119*** 0.092* 0.072 -0.085 -0.383 -0.854%*
(0.040) (0.049) (0.067) (0.245) (0.244) (0.355)

Explainability x Post 0.040 0.055 0.138** 0.084 0.259 -0.394
(0.034) (0.051) (0.065)  (0.197)  (0.277) (0.352)

Treat x Post x Complex 0.058 0.012 0.681 0.958%*
(0.099) (0.158) (0.460) (0.414)

Explainability x Post x Complex -0.046 -0.024 -0.323 0.810**
(0.069) (0.096) (0.371) (0.336)
Treat x Post x Experienced 0.070 0.602
(0.094) (0.448)

Explainability x Post x Experienced -0.143 0.979*
(0.097) (0.501)

Treat x Post x Complex X 0.041 -0.289
Experienced (0.192) (0.806)

Explainability x Post x Complex x 0.023 -1.544%**
Experienced (0.129) (0.582)
Month FE Yes Yes Yes Yes Yes Yes
Observations 1780 1780 1780 1313 1313 1313

Panel B: Decision performance

Fund returns in 3 months

Fund returns in 6 months

(1) (2)

®3)

(4) (5)

(6)

Treat x Post X Recommend 0.098 10.143%** 14.597*** 1.436 7.988%* 8.540%*
(4.094) (3.746) (4.758) (2.644) (3.221) (4.729)

Explainability x Post x Recommend 2.739 10.658%** 10.634* 0.711 7.911%* 2.127
(3.361) (3.659) (5.384) (2.961) (3.008) (5.122)
Treat x Post X Recommend x Active -19.162*%**  -19.567** -11.025%* -11.302
Equity (6.465) (9.712) (4.842) (7.280)
Explainability x Post X Recommend X -15.794%%  -19.994%** -12.782%* -1.779
Complex (6.773) (6.870) (5.735) (7.809)
Treat x Post X Recommend x Experienced -9.257 -1.349
(6.376) (5.863)

Explainability X Post X Recommend X -0.672 7.629
Experienced (8.116) (6.457)
Treat x Post X Recommend x Active 5.594 4.785
Equity x Experienc (11.913) (9.261)
Explainability X Post X Recommend X 7.538 -11.419
Complex X (11.782) (10.914)

Month FE Yes Yes Yes Yes Yes Yes
Observations 1670 1670 1670 1668 1668 1668

Notes: Treat is an indicator variable that takes the value 1 for analysts assigned to treatment 1 who receive only the al-

gorithmic prediction. FEzplainability is a dummy variable that takes the value 1 for analysts assigned to treatment 2 who
receive algorithmic predictions along with key fund features that contributed most to the prediction based on Shapley val-
ues. Post takes the value 1 after the treatment is implemented and 0 otherwise. Complex takes the value 1 if the fund is
classified as an actively managed equity fund and 0 otherwise. Experienced takes the value 1 if the analyst has more than
three years of rating experience at the company and 0 otherwise. Recommend takes the value 1 for funds that analysts
recommend and 0 otherwise. All regressions include month fixed effects, and regressions in Panel B additionally control for
fund age and size. Standard errors are in parentheses, clustered at analyst level. * p<0.05, ** p<0.01, *** p<0.001.
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Table A.27: Share of complex decisions by analyst tenure

Pre-treatment Post-treatment Full sample
(1) (2) (3)
Experienced -0.006 0.028 0.013
(0.038) (0.029) (0.023)
Strata FE Yes Yes Yes
Month FE Yes Yes Yes
Observations 672 1215 1887

Notes: All regressions include a full set of strata and month fixed effects. FExperienced takes the value 1 if the an-
alyst has more than three years of rating experience at the company and 0 otherwise. Share complex measures the
percentage of complex funds an analyst rated in a given month. Regressions in columns (1) include the subsample
of baseline data. Columns (2) include the subsample of post-experiment data. Columns (3) include the full sample.
Standard errors are in parentheses, clustered at the analyst level. * p<0.1, ** p<0.05, *** p<0.01.

Table A.28: Impact of algorithmic predictions on reasoning score by the share of complex decisions

Analysts who cover Subsample of
simpler funds only simpler funds Full sample
(1) (2) (3) (4) (5) (6)
Treat x Post -0.125 -0.647%* -0.121 -0.612 -0.137 -0.665*
(0.219) (0.379) (0.219) (0.394) (0.216) (0.353)
Treat x Post x Experienced 0.774 0.716 0.808*
(0.468) (0.479) (0.451)
Treat x Post x Share Complex 1.045 1.337 0.310 0.943**
(0.975) (1.958) (0.387) (0.440)
Treat x Post x Share Complex x -0.373 -0.954
Experienced (2.253) (0.677)
Strata FE Yes Yes Yes Yes Yes Yes
Month FE Yes Yes Yes Yes Yes Yes
Observations 504 504 605 605 1313 1313
Mean (control) 0.549 0.549 0.535 0.535 0.238 0.238
SD (control) 0.784 0.784 0.824 0.824 0.928 0.928
Notes:  All regressions include a full set of strata and month fixed effects. Reasoning score is constructed at the

committee level by standardizing individual scores and taking an average across all reviewers in the committee. Treat-
ment is an indicator variable that takes the value 1 for analysts assigned to the treatment group and 0 otherwise.
Post takes the value 1 after the treatment is implemented and 0 otherwise. Experienced takes the value 1 if the an-
alyst has more than three years of rating experience at the company and 0 otherwise. Share complex measures the
percentage of complex funds an analyst rated in a given month. Regressions in columns (1)-(2) include the subsam-
ple of analysts who exclusively covered simpler funds in a month. Columns (3)-(4) include the subsample of simpler
funds covered by analysts. Columns (5)-(6) include the full sample. Standard errors are in parentheses, clustered at
the analyst level. * p<0.1, ** p<0.05, *** p<0.01.
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Table A.29: Compare the returns of the portfolios constructed based on funds recommended by
treated analysts with the portfolios constructed based on funds recommended by controlled analysts

Fund returns in 3 months

Fund returns in 6 months

(1) (2) 3) (4) (5) (6)
Treat x Post -2.109 4.744 11.652%* 0.090 7.317%* 13.508**
(2.878) (3.264) (5.843) (1.925) (2.894) (5.957)
Treat x Post x Share Complex -11.460** -15.090 -11.710%** -20.552%**
(5.551) (10.565) (3.572) (7.763)
Treat x Post x Experienced -14.181** -12.511%*
(6.818) (6.404)
Treat x Post x Share Complex x 9.969 16.553*
Experienced (12.275) (8.580)
Strata FE Yes Yes Yes Yes Yes Yes
Month FE Yes Yes Yes Yes Yes Yes
Observations 524 524 524 524 524 524
Mean (control) -4.586 -4.586 -4.586 -5.504 -5.504 -5.504
SD (control) 12.388 12.388 12.388 10.289 10.289 10.289

Notes: All regressions include a full set of strata and month fixed effects. The analysis constructs and compares two
hypothetical investment portfolios, one based on treated analyst’s rating decision, and the other based on controlled
analyst’s rating decision. Treat takes the value 1 if the portfolio is constructed based on treated analyst’s decision
and 0 otherwise. Fund returns in 3 months, the risk-adjusted return of a fund 3 months after its rating is published.
Fund returns in 6 months, the risk-adjusted return of a fund 6 months after its rating is published. Post takes the
value 1 after the treatment is implemented and 0 otherwise. Share compler measures the percentage of complex
funds an analyst rated in a given month. Ezperienced takes the value 1 if the analyst has more than three years of
rating experience at the company and 0 otherwise. Standard errors are in parentheses, clustered at the analyst level.
* p<0.1, ** p<0.05, *** p<0.01.
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Table A.30: Compare the returns of the portfolios constructed based on funds recommended by
controlled analysts with the portfolios constructed based on funds recommended by machine pre-
dictions

Fund returns in 3 months Fund returns in 6 months
(1) (2) (3) (4) (5) (6)
Analyst Rated x Post 0.203 1.022 2.115 0.059 0.630 0.919
(0.859) (1.207) (2.571) (0.496) (0.686) (1.316)
Analyst Rated x Post x Share Complex -1.599 -3.641 -1.209 -1.509
(1.721) (3.391) (1.032) (1.364)
Analyst Rated x Post x Experienced -1.486 -0.309
(2.957) (1.575)
Analyst Rated x Post x Share Complex x 2.964 0.393
Experienced (3.869) (1.861)
Strata FE Yes Yes Yes Yes Yes Yes
Month FE Yes Yes Yes Yes Yes Yes
Observations 534 534 534 534 534 534
Mean (control) -4.627 -4.627 -4.627 -5.502 -5.502 -5.502
SD (control) 12.485 12.485 12.485 10.217 10.217 10.217

Notes: All regressions include a full set of strata and month fixed effects. Only analysts in the control group are in-
cluded with the analysis, whose recommendation decisions are compared with machine recommendations of the same
funds. The analysis constructs and compares two hypothetical investment portfolios, one based on treated analyst’s
rating decision, and the other based on machine prediction. Analyst Rated takes the value 1 if the portfolio is con-
structed based on analyst’s decision and 0 otherwise. Fund returns in 8 months, the risk-adjusted return of a fund 3
months after its rating is published. Fund returns in 6 months, the risk-adjusted return of a fund 6 months after its
rating is published. Post takes the value 1 after the treatment is implemented and 0 otherwise. Share compler mea-
sures the percentage of complex funds an analyst rated in a given month. Ezperienced takes the value 1 if the analyst
has more than three years of rating experience at the company and 0 otherwise. Standard errors are in parentheses,
clustered at the analyst level. * p<0.1, ** p<0.05, *** p<0.01.
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Table A.31: Compare the returns of the portfolios constructed based on funds recommended by
treated analysts with the portfolios constructed based on funds recommended by machine predictions

Fund returns in 3 months Fund returns in 6 months
(1) (2) (3) (4) (5) (6)
Analyst Rated x Post 0.666 0.892 0.317 1.167*%* 1.211 0.081
(0.821) (1.369) (1.522) (0.530) (0.891) (0.905)
Analyst Rated x Post x Share Complex -0.214 0.944 0.030 1.466
(1.645) (2.714) (1.155) (1.966)
Analyst Rated x Post x Experienced -0.938 0.519
(2.447) (1.345)
Analyst Rated x Post x Share Complex x 0.035 -1.074
Experienced (3.129) (2.362)
Strata FE Yes Yes Yes Yes Yes Yes
Month FE Yes Yes Yes Yes Yes Yes
Observations 528 528 528 528 528 528
Mean (control) -4.610 -4.610 -4.610 -5.871 -5.871 -5.871
SD (control) 13.619 13.619 13.619 9.998 9.998 9.998

Notes:  All regressions include a full set of strata and month fixed effects. Only analysts in the treatment group
are included with the analysis, whose recommendation decisions are compared with machine recommendations of the
same funds. The analysis constructs and compares two hypothetical investment portfolios, one based on treated an-
alyst’s rating decision, and the other based on machine prediction. Analyst Rated takes the value 1 if the portfolio
is constructed based on analyst’s decision and 0 otherwise. Fund returns in 8 months, the risk-adjusted return of a
fund 3 months after its rating is published. Fund returns in 6 months, the risk-adjusted return of a fund 6 months
after its rating is published. Post takes the value 1 after the treatment is implemented and 0 otherwise. Share com-
plex measures the percentage of complex funds an analyst rated in a given month. Fxperienced takes the value 1 if
the analyst has more than three years of rating experience at the company and 0 otherwise. Standard errors are in
parentheses, clustered at the analyst level. * p<0.1, ** p<0.05, *** p<0.01.

100



Table A.32: The impact of algorithmic predictions on the duration of time spent on research platform
to rate a fund

Duration on research platform (mins) Days spent on research platform
(1) (2 (3) (4) (5) (6)
Treat x Post 0.891%* 1.361** 1.626* 0.451 7.666** 15.549*
(0.500) (0.559) (0.871) (2.276) (2.951) (8.460)
Treat x Post x Complex -0.606 -1.954 -14.318%** -16.722
(1.054) (1.426) (4.380) (10.154)
Treat x Post x Experienced -0.453 -11.233
(1.119) (8.853)
Treat x Post x Complex x Experienced 1.812 2.799
(1.996) (10.920)
Strata FE Yes Yes Yes Yes Yes Yes
Month FE Yes Yes Yes Yes Yes Yes
Observations 1819 1819 1819 1819 1819 1819
Mean (control) 1.390 1.390 1.390 4.266 4.266 4.266
SD (control) 2.131 2.131 2.131 13.984 13.984 13.984

Notes: All regressions include a full set of strata and month fixed effects. The table reports the impact of algorith-
mic predictions on the duration of time spent on research platform to rate a fund. Duration on research platform
(mins) measures the number of minutes an analyst logged on the research platform. Days spent on research platform
counts the number of days an analyst between the first time an analyst research a fund on the platform and when the
analyst submits their decision. Treatment is an indicator variable that takes the value 1 for analysts assigned to the
treatment group and 0 otherwise. Post takes the value 1 after the treatment is implemented and 0 otherwise. Share
complex measures the percentage of complex funds an analyst rated in a given month. Experienced takes the value
1 if the analyst has more than three years of rating experience at the company and 0 otherwise. Standard errors are
in parentheses, clustered at the analyst level. * p<0.1, ** p<0.05, *** p<0.01.
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Table A.33: The impact of algorithmic predictions on the duration of time spent on research platform
to rate a fund

Duration on research platform (mins) Days spent on research platform
(1) (2) 3) (4) (5) (6)
Treat x Post 0.705 1.607*%* 2.015%* 1.282 6.222% 15.401%*
(0.518) (0.578) (0.920) (3.122) (3.189) (8.627)
Explainability x Post 1.059 1.107* 1.201 -0.138 9.059%** 15.723*
(0.750) (0.641) (0.937) (2.542) (2.972) (8.459)
Treat x Post x Complex -1.609 -2.027 -8.833 -11.073
(1.090) (1.764) (6.010) (10.187)
Explainability x Post x Complex 0.434 -2.212% -19.311%** -24.253**
(1.533) (1.128) (4.767) (10.397)
Treat x Post X Experienced -0.728 -13.712
(1.179) (9.122)
Treat x Post x Complex x Experienced 0.592 -0.855
(2.144) (11.339)
Explainability x Post x Experienced -0.124 -8.842
(1.271) (8.925)
Explainability x Post x Complex x 2.997 8.001
Experienced (2.193) (11.611)
Strata FE Yes Yes Yes Yes Yes Yes
Month FE Yes Yes Yes Yes Yes Yes
Observations 1819 1819 1819 1819 1819 1819
Mean (control) 1.390 1.390 1.390 4.266 4.266 4.266
SD (control) 2.131 2.131 2.131 13.984 13.984 13.984

Notes:  All regressions include a full set of strata and month fixed effects. The table reports the impact of algo-
rithmic predictions on the duration of time spent on research platform to rate a fund. Duration on research platform
(mins) measures the number of minutes an analyst logged on the research platform. Days spent on research platform
counts the number of days an analyst between the first time an analyst research a fund on the platform and when the
analyst submits their decision. Treat is an indicator variable that takes the value 1 for analysts assigned to treatment
1 who receive only the algorithmic prediction. Ezplainability is a dummy variable that takes the value 1 for analysts
assigned to treatment 2 who receive algorithmic predictions along with key fund features that contributed most to
the prediction based on Shapley values. Post takes the value 1 after the treatment is implemented and 0 otherwise.
Share complex measures the percentage of complex funds an analyst rated in a given month. Fxperienced takes the
value 1 if the analyst has more than three years of rating experience at the company and 0 otherwise. Standard er-
rors are in parentheses, clustered at the analyst level. * p<0.1, ** p<0.05, *** p<0.01.
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Table A.34: Robustness check on the impact of machine predictions on decisions with analyst fixed
effects

Panel A. Decision change

Change rating

(1) (2) (3) (4) (5) (6)
Treat x Post 0.074** 0.085%* 0.073** 0.084** 0.087* 0.110%**
(0.033) (0.035) (0.032) (0.035) (0.045) (0.039)
Treat x Post x Complex -0.003 -0.034
(0.075) (0.129)
Treat x Post x Experienced -0.026
(0.078)
Treat x Post x Complex x Experienced 0.031
(0.161)
Analyst FE No Yes No Yes Yes Yes
Month FE No No Yes Yes Yes Yes
Observations 1780 1779 1780 1779 1779 1779
Mean (control) 0.113 0.113 0.113 0.113 0.113 0.113
SD (control) 0.317 0.317 0.317 0.317 0.317 0.317

Panel B. Decision performance

Fund returns in 3 months Fund returns in 6 months

(1) (2) (3) (4) (5) (6)
Treat x Post x Recommend 0.543 9.092%** 11.055%** 1.715 7.042%%* 5.568*
(3.185) (2.383) (3.248) (2.131) (2.173) (3.014)
Treat x Post x Recommend X Active -16.959***  _21.790** -9.889**  _13.128**
Equity (5.357) (9.135) (3.942) (6.057)
Treat x Post x Recommend x Experienced -4.480 0.080
(4.612) (3.801)
Treat x Post x Recommend x Active 10.531 7.267
Equity x Experienced (11.424) (7.833)
Analyst FE Yes Yes Yes Yes Yes Yes
Month FE Yes Yes Yes Yes Yes Yes
Observations 1667 1667 1667 1665 1665 1665
Mean (control) -4.188 -4.188 -4.188 -4.243 -4.243 -4.243
SD (control) 13.620 13.620 13.620 12.812 12.812 12.812

Notes:  All regressions include a full set of analyst and month fixed effects. Panel A shows treatment effects on
Change rating, which is an indicator variable that takes the value 1 if the rating decision by the analyst differs from
the currently assigned rating. Panel B shows whether recommended funds by treated analysts observe higher fund
returns in subsequent months. Columns (1)-(3) of Panel B show treatment effects on Fund returns in 8 months, the
risk-adjusted return of a fund 3 months after its rating is published. Columns (4)-(6) of Panel B show treatment
effects on Fund returns in 6 months, the risk-adjusted return of a fund 6 months after its rating is published. Treat-
ment is an indicator variable that takes the value 1 for analysts assigned to the treatment group and 0 otherwise.
Post takes the value 1 after the treatment is implemented and 0 otherwise. Complexr takes the value 1 if the fund
is classified as an actively managed equity fund and 0 otherwise. Experienced takes the value 1 if the analyst has
more than three years of rating experience at the company and 0 otherwise. Recommend takes the value 1 for funds
that analysts recommend and 0 otherwise. Panel B additionally control for fund age and size. Standard errors are in
parentheses, clustered at the analyst level. * p<0.1, ** p<0.05, *** p<0.01.
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Table A.35: Robustness check on the impact of machine predictions on reasoning with analyst fixed
effects

All committees Single
(1) (2) (3) (4) (5)
Treat x Post -0.066 -0.019 -0.305 -0.156 -0.201
(0.145) (0.170) (0.298) (0.195) (0.207)
Treat x Post x Complex -0.005 0.409 0.062 0.613
(0.274) (0.381) (0.254) (0.337)
Treat x Post x Experienced 0.509 0.227 0.281
(0.352) (0.238) (0.249)
Treat x Post x Complex x Experienced -0.674 -0.159 -0.561
(0.507) (0.326) (0.403)
Analyst FE Yes Yes Yes Yes Yes
Month FE Yes Yes Yes Yes Yes
Committee FE No No No Yes Yes
Observations 1311 1311 1311 1205 899
Mean (control) 0.238 0.238 0.238 0.238 0.286
SD (control) 0.928 0.928 0.928 0.928 0.968

Notes: All regressions include a full set of analyst and month fixed effects. Regressions in columns (4)-(5) further
include review committee fixed effects. Reasoning score is constructed at the committee level by standardizing in-
dividual scores and taking an average across all reviewers in the committee. Regressions in columns (1)-(4) include
committees of all sizes, which vary between 1 reviewer and 4 reviewers per committee. Column (5) analyzes the sub-
sample of committees with one reviewer only. Treatment is an indicator variable that takes the value 1 for analysts
assigned to the treatment group and 0 otherwise. Post takes the value 1 after the treatment is implemented and 0
otherwise. Complex takes the value 1 if the fund is classified as an actively managed equity fund and 0 otherwise.
Ezperienced takes the value 1 if the analyst has more than three years of rating experience at the company and 0
otherwise. Standard errors are in parentheses, clustered at the analyst level. * p<0.1, ** p<0.05, *** p<0.01.
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Table A.36: Robust check on the number of decision drivers and causal statements by experimental
condition with analyst fixed effects

Decision Drivers Causal Statements
(1) (2) 3) (4) (5) (6)
Treat x Post 0.017 -0.119 -0.152 -0.057 -0.128** 0.021
(0.110) (0.145) (0.188) (0.043) (0.055) (0.066)
Treat x Post x Active Equity 0.205 0.377 0.135 -0.184*
(0.189) (0.245) (0.083) (0.094)
Treat x Post x Experienced 0.060 -0.237%*
(0.279) (0.095)
Treat x Post x Active Equity X -0.303 0.510%**
Experienced (0.357) (0.133)
Analyst FE Yes Yes Yes Yes Yes Yes
Month FE Yes Yes Yes Yes Yes Yes
Observations 1312 1312 1312 940 940 940
Mean (control) 1.728 1.728 1.728 2.104 2.104 2.104
SD (control) 0.896 0.896 0.896 0.274 0.274 0.274

Notes: All regressions include a full set of analyst and month fixed effects. Decision drivers measure the number
of reported decision drivers by the analyst and is natural log transformed. Causal statements measure the number
of causal statements in the analyst report as identified by GPT-4 and is natural log transformed. Treatment is an
indicator variable that takes the value 1 for analysts assigned to the treatment group and 0 otherwise. Post takes the
value 1 after the treatment is implemented and 0 otherwise. Complex takes the value 1 if the fund is classified as an
actively managed equity fund and 0 otherwise. Ezperienced takes the value 1 if the analyst has more than three years
of rating experience at the company and 0 otherwise. Standard errors are in parentheses, clustered at the analyst
level. * p<0.1, ** p<0.05, *** p<0.01.
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Table A.37: Robustness check on the impact of machine predictions on decisions with analyst fixed
effects

Panel A. Decision change

Change rating Reasoning score
(1) (2) (3) (4) (5) (6)
Treat x Post 0.119** 0.107** 0.080 -0.050 -0.137 -0.325
(0.046) (0.051) (0.052) (0.199) (0.147) (0.259)
Explainability x Post 0.050 0.067 0.138%*** -0.082 0.081 -0.263
(0.036) (0.050) (0.041) (0.172) (0.244) (0.437)
Treat x Post x Complex 0.031 -0.012 0.249 0.389
(0.105) (0.155) (0.372) (0.386)
Explainability x Post x Complex -0.037 -0.025 -0.253 0.557
(0.070) (0.086) (0.287) (0.440)
Treat x Post x Experienced 0.064 0.303
(0.088) (0.317)
Treat x Post x Complex x Experienced 0.054 -0.233
(0.194) (0.739)
Explainability x Post x Experienced -0.123 0.627
(0.091) (0.497)
Explainability x Post x Complex x 0.020 -1.118**
Experienced (0.129) (0.531)
Analyst FE Yes Yes Yes Yes Yes Yes
Month FE Yes Yes Yes Yes Yes Yes
Observations 1779 1779 1779 1311 1311 1311
Mean (control) 0.113 0.113 0.113 0.238 0.238 0.238
SD (control) 0.317 0.317 0.317 0.928 0.928 0.928
Panel B. Decision performance
Fund returns in 3 months Fund returns in 6 months
(1) (2) (3) (4) (5) (6)
Treat x Post x Recommend -0.663 9.469*** 14.387*** 1.965 7.632%** 8.053**
(4.265) (2.849) (3.675) (2.606) (2.517) (3.457)
Explainability x Post x Recommend 2.367 8.848%* 10.944** 1.469 5.944%* 1.883
(3.578) (3.378) (4.871) (2.974) (3.530) (4.490)
Treat x Post x Recommend x Active -20.300%**  -23.060** -11.025%*%  -15.938**
Equity (6.129) (10.695) (4.270) (6.769)
Explainability x Post x Recommend x -12.598*  -32.350%** -7.720 -10.335%*
Active Equity (6.751) (7.157) (5.786) (5.755)
Treat x Post X Recommend x Experienced -9.239* -1.282
(4.943) (4.288)
Treat x Post x Recommend x Active 8.275 9.430
Equity x Experienced (12.640) (8.257)
Explainability x Post x Recommend X -2.693 0.288
Experienced (7.397) (6.465)
Explainability x Post X Recommend x 24.439%* 8.082
Active Equity x Experienced (11.214) (9.357)
Analyst FE Yes Yes Yes Yes Yes Yes
Month FE Yes Yes Yes Yes Yes Yes
Observations 1667 1667 1667 1665 1665 1665
Mean (control) -4.188 -4.188 -4.188 -4.243 -4.243 -4.243
SD (control) 13.620 13.620 13.620 12.812 12.812 12.812

Notes: Panel A shows treatment effects on Change rating, which is an indicator variable that takes the value 1 if
the rating decision by the analyst differs from the currently assigned rating. , and on Reasoning score is constructed
at the committee level by standardizing individual scores and taking an average across all reviewers in the commit-
tee. . Panel B shows whether recommended funds by analysts in different treatment conditions observe higher fund
returns in subsequent months. Columns (1)-(3) of Panel,B show treatment effects on Fund returns in 8 months, the
risk-adjusted return of a fund 3 months after its rating 18 published. Columns (4)-(6) of Panel B show treatment
effects on Fund returns in 6 months, the risk-adjusted return of a fund 6 months after its rating is published. Treat
is an indicator variable that takes the value 1 for analysts assigned to treatment 1 who receive only the algorithmic
prediction. Explainability is a dummy variable that takes the value 1 for analysts assigned to treatment 2 who re-



Table A.38: The impact of machine predictions on reasoning by analyst experience and decision
type

Fund returns in 3 months Fund returns in 6 months
(1) (2) (3) (4) (5) (6)
Treat x Post X Recommend 0.894 2.824 11.557*** 1.130 -0.161 6.741*
(3.033) (3.843) (3.600) (2.165) (3.007) (3.761)
Treat X Post x Recommend x Experienced -4.051 -5.959 1.750 -0.604
(5.483) (5.031) (4.051) (4.510)
Treat X Post x Recommend x Complex -16.747** -8.323
(7.857) (6.471)
Treat x Post x Recommend x Complex 5.281 -0.092
x Experienced (10.532) (8.418)
Strata FE Yes Yes Yes Yes Yes Yes
Month FE Yes Yes Yes Yes Yes Yes
Observations 1670 1670 1670 1668 1668 1668
Mean (control) -4.188 -4.188 -4.188 -4.243 -4.243 -4.243
SD (control) 13.620 13.620 13.620 12.812 12.812 12.812

Notes: The table shows whether recommended funds by treated analysts observe higher fund returns in subsequent
months. Columns (1)-(3) show treatment effects on Fund returns in 8 months, the risk-adjusted return of a fund 3
months after its rating is published. Columns (4)-(6) show treatment effects on Fund returns in 6 months, the risk-
adjusted return of a fund 6 months after its rating is published. Column (2) and (5) show the alternative model
specification to those in Table 1B, with analyst experience as the moderator. Treatment is an indicator variable that
takes the value 1 for analysts assigned to the treatment group and 0 otherwise. Post takes the value 1 after the
treatment is implemented and 0 otherwise. Complex takes the value 1 if the fund is classified as an actively man-
aged equity fund and 0 otherwise. Ezperienced takes the value 1 if the analyst has more than three years of rating
experience at the company and 0 otherwise. Recommend takes the value 1 for funds that analysts recommend and 0
otherwise. All regressions include a full set of strata and month fixed effects. Panel B additionally control for fund
age and size. Standard errors are in parentheses, clustered at the analyst level. * p<0.1, ** p<0.05, *** p<0.01.
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Table A.39: The impact of machine predictions

on reasoning by analyst experience and decision

type
All committees Single
(1) (2) (3) (4) (5)
Treat x Post 0.012 -0.337 -0.661* -0.564* -0.698**
(0.169) (0.209) (0.345) (0.322) (0.339)
Treat x Post x Experienced 0.485 0.828* 0.668* 0.786*
(0.306) (0.438) (0.374) (0.398)
Treat x Post x Complex 0.907** 0.609 1.151%*
(0.395) (0.387) (0.446)
Treat x Post x Complex x Experienced -0.950 -0.796* -1.293**
(0.607) (0.465) (0.529)
Strata FE Yes Yes Yes Yes Yes
Month FE Yes Yes Yes Yes Yes
Committee FE No No No Yes Yes
Observations 1313 1313 1313 1207 901
Mean (control) 0.238 0.238 0.238 0.238 0.286
SD (control) 0.928 0.928 0.928 0.928 0.968

Notes:  All regressions include a full set of strata and month fixed effects. Regressions in columns (4)-(5) further

include review committee fixed effects. Reasoning score is constructed at the committee level by standardizing in-
dividual scores and taking an average across all reviewers in the committee. Regressions in columns (1)-(4) include
committees of all sizes, which vary between 1 reviewer and 4 reviewers per committee. Column (5) analyzes the sub-
sample of committees with one reviewer only. Column (2) shows the alternative model specification to that in Table
2, with analyst experience as the moderator. Treatment is an indicator variable that takes the value 1 for analysts
assigned to the treatment group and 0 otherwise. Post takes the value 1 after the treatment is implemented and 0
otherwise. Compler takes the value 1 if the fund is classified as an actively managed equity fund and 0 otherwise.
Experienced takes the value 1 if the analyst has more than three years of rating experience at the company and 0
otherwise. Standard errors are in parentheses, clustered at the analyst level. * p<0.1, ** p<0.05, *** p<0.01.
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Table A.40: Heterogeneous treatment effect by whether the fund was outside the analyst’s special-

ization

Change rating

Fund return

Reasoning score

(1) (2) (3) (4) (5) (6)
Treat x Post 0.096** -0.905 -0.018
(0.041) (2.062) (0.216)
Treat x Post x Outside analyst’s -0.055 -5.066 0.124
specialization (0.072) (3.390) (0.382)
Treat x Post 0.134%** -0.265 0.088
(0.055) (2.567) (0.315)
Treat x Post x Outside analyst’s -0.047 -4.433 -0.196
specialization (0.087) (3.562) (0.496)
Explainability x Post 0.058 -1.763 -0.133
(0.043) (2.582) (0.226)
Explainability x Post x Outside analyst’s -0.057 -6.017 0.456
specialization (0.082) (5.076) (0.386)
Strata FE Yes Yes Yes Yes Yes Yes
Month FE Yes Yes Yes Yes Yes Yes
Observations 1780 1780 1670 1670 1313 1313
Mean (control) 0.113 0.113 -4.188 -4.188 0.238 0.238
SD (control) 0.317 0.317 13.620 13.620 0.928 0.928
Notes:

Table A.41: The impact of algorithm explainability on analyst reports

Number of
Shapley features discussed

Percentage of
Shapley features discussed

(1) (2) ®3)

(4) (5) (6)

Explainability x Post 0.003 -0.119 1.157%%* 0.169 -0.192 5.705%**
(0.306) (0.465) (0.227) (1.417) (2.115) (1.479)
Explainability x Post x Complex 0.485 -0.849 1.858 -4.522
(0.585) (0.619) (2.776) (3.008)
Explainability x Post x Experienced -1.993*** -9.365%**
(0.592) (2.912)
Explainability x Post x Complex x 1.824* 8.763*
Experienced (0.901) (4.379)
Strata FE Yes Yes Yes Yes Yes Yes
Month FE Yes Yes Yes Yes Yes Yes
Observations 466 466 466 466 466 466
Mean (control) 2.796 2.796 2.796 14.051 14.051 14.051
SD (control) 1.211 1.211 1.211 6.044 6.044 6.044

Notes: All regressions include a full set of strata and month fixed effects. Number of Shapley features discussed counts the
number of Shapley features that are discussed in the analyst reports. Percentage of Shapley features discussed measures the
percentage of Shapley features that are discussed in the analyst reports. FExplainability is a dummy variable that takes the
value 1 for analysts assigned to treatment 2 who receive algorithmic predictions along with key fund features that contributed
most to the prediction based on Shapley values. Post takes the value 1 after the treatment is implemented and 0 otherwise.
Complex takes the value 1 if the fund is classified as an actively managed equity fund and O otherwise. Experienced takes the
value 1 if the analyst has more than three years of rating experience at the company and 0 otherwise. Standard errors are in
parentheses, clustered at the analyst level. * p<0.1, ** p<0.05, *** p<0.01.
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Table A.42: Robustness check on the impact of machine predictions on decisions, measuring expe-

rience as a continuous variable

Panel A. Decision change

Change rating

(1) (2) 3) (4) (5) (6)
Treat x Post 0.074** 0.075** 0.080** 0.080** 0.080* 0.064
(0.033) (0.033) (0.031) (0.031) (0.043) (0.064)
Treat x Post x Complex -0.000 0.017
(0.071) (0.109)
Treat x Post x Tenure 0.004
(0.007)
Treat x Post x Complex x Tenure -0.003
(0.010)
Strata FE No Yes No Yes Yes Yes
Month FE No No Yes Yes Yes Yes
__cons Yes No No No No No
Observations 1780 1780 1780 1780 1780 1780
Mean (control) 0.113 0.113 0.113 0.113 0.113 0.113
SD (control) 0.317 0.317 0.317 0.317 0.317 0.317
Panel B. Decision performance
Fund returns in 3 months Fund returns in 6 months
(1) (2) (3) (4) (5) (6)
Treat x Post x Recommend 0.894 9.886*** 15.103*** 1.130 7.949%** 9.284**
(3.033) (2.585) (4.175) (2.165) (2.487) (4.252)
Treat x Post x Recommend x Complex -16.822%**  _22 684 *** -11.458%*F*  -12.024*
(5.268) (7.813) (4.191) (6.675)
Treat x Post x Recommend x Tenure -0.802* -0.198
(0.435) (0.411)
Treat x Post x Recommend x Complex 0.900 0.216
x Tenure (0.558) (0.556)
Strata FE Yes Yes Yes Yes Yes Yes
Month FE Yes Yes Yes Yes Yes Yes
Observations 1670 1670 1670 1668 1668 1668
Mean (control) -4.188 -4.188 -4.188 -4.243 -4.243 -4.243
SD (control) 13.620 13.620 13.620 12.812 12.812 12.812

Notes: All regressions include a full set of strata and month fixed effects. Panel A shows treatment ef-
fects on Change rating, which is an indicator variable that takes the value 1 if the rating decision by the
analyst differs from the currently assigned rating. Panel B shows whether recommended funds by treated
analysts observe higher fund returns in subsequent months. Columns (1)-(3) of Panel B show treatment
effects on Fund returns in 8 months, the risk-adjusted return of a fund 3 months after its rating is pub-
lished. Columns (4)-(6) of Panel B show treatment effects on Fund returns in 6 months, the risk-adjusted
return of a fund 6 months after its rating is published. Treatment is an indicator variable that takes the
value 1 for analysts assigned to the treatment group and 0 otherwise. Post takes the value 1 after the
treatment is implemented and 0 otherwise. Complex takes the value 1 if the fund is classified as an actively
managed equity fund and O otherwise. Tenure is a continuous measure of analyst experience, calculated
as the number of years of analyst tenure at the firm. Recommend takes the value 1 for funds that analysts
recommend and 0 otherwise. Panel B additionally control for fund age and size. Standard errors are in
parentheses, clustered at the analyst level. Random inference p-values are in square brackets, calculated
using 5000 repetitions. Standard errors are clustered at the analyst level. * p<0.1, ** p<0.05, *** p<0.01.
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Table A.43: Robustness check on the impact of machine predictions on explanations, measuring
experience as a continuous variable

All committees Single
1) (2) 3) (4) (5)
Treat x Post 0.012 -0.124 -0.437 -0.566* -0.691%*
(0.169) (0.210) (0.359) (0.314) (0.356)
Treat x Post x Complex 0.297 0.972%* 0.733** 1.294%**
(0.351) (0.478) (0.366) (0.450)
Treat x Post x Tenure 0.043 0.066* 0.081*
(0.043) (0.037) (0.044)
Treat x Post x Complex x Tenure -0.083* -0.094** -0.143%**
(0.048) (0.039) (0.050)
Strata FE Yes Yes Yes Yes Yes
Month FE Yes Yes Yes Yes Yes
Committee FE No No No Yes Yes
Observations 1313 1313 1313 1207 901
Mean (control) 0.238 0.238 0.238 0.238 0.286
SD (control) 0.928 0.928 0.928 0.928 0.968

Notes:  All regressions include a full set of strata and month fixed effects. Regressions in columns (4)-(5) further
include review committee fixed effects. Reasoning score is constructed at the committee level by standardizing in-
dividual scores and taking an average across all reviewers in the committee. Regressions in columns (1)-(4) include
reasoning scores issued by committees of all sizes, which vary between 1 reviewer and 4 reviewers per committee.
Column (5) analyzes the subsample of reasoning scores issued by committees with one reviewer only. Treatment is
an indicator variable that takes the value 1 for analysts assigned to the treatment group and 0 otherwise. Post takes
the value 1 after the treatment is implemented and 0 otherwise. Complex takes the value 1 if the fund is classified as
an actively managed equity fund and 0 otherwise. Tenure is a continuous measure of analyst experience, calculated
as the number of years of analyst tenure at the firm. Standard errors are in parentheses, clustered at the analyst
level. * p<0.1, ** p<0.05, *** p<0.01.

Table A.44: Sample counts by treatment groups

Control  Algorithm only With explainability
Number of analysts 49 24 24
Number of new analysts 16 11 7
Number of experienced analysts 33 13 17
Number of new analysts specializing in equity funds 13 5 7
Number of new analysts specializing in non-equity funds 12 6 5
Number of exp. analysts specializing in equity funds 10 6 5
Number of exp. analysts specializing in non-equity funds 14 7 7

Notes: This table reports the number of analysts, the number of analysts by experience and specialization, and
by control group, treatment group with algorithmic predictions only, and treatment group with both algorithmic
predictions and explainability, respectively.
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Table A.45: Robustness check on the impact of machine predictions on decisions, reporting fund
control variables

Fund returns in 3 months Fund returns in 6 months

(1) (2) 3) (4) (5) (6)
Treat x Post x Recommend 0.894 9.886*** 11.557*** 1.130 7.949%** 6.741*
(3.033) (2.585) (3.600) (2.165) (2.487) (3.761)

Treat x Post x Recommend x Complex -16.822%**%  _16.747** -11.458***  _8.323
(5.268) (7.857) (4.191) (6.471)

Treat x Post x Recommend x Experienced -5.959 -0.604
(5.031) (4.510)

Treat x Post x Recommend x Complex 5.281 -0.092
x Experienced (10.532) (8.418)
Fund Age 0.040 0.032 0.025 0.069*** 0.060** 0.055%*
(0.032) (0.032) (0.032) (0.024) (0.023) (0.023)
Fund Size 0.088*** 0.088*** 0.083***  (0.074*** 0.069*** 0.063**
(0.032) (0.030) (0.029) (0.026) (0.026) (0.026)

Strata FE Yes Yes Yes Yes Yes Yes

Month FE Yes Yes Yes Yes Yes Yes
Observations 1670 1670 1670 1668 1668 1668
Mean (control) -4.188 -4.188 -4.188 -4.243 -4.243 -4.243
SD (control) 13.620 13.620 13.620 12.812 12.812 12.812

Notes: This table is a robustness check of Table 3 Panel B, which additionally presents the coefficients of control
variables, fund age and size. Fund age is the number of years since the inception of the fund. Fund size is approxi-
mated by the total net assets under management (in billions of USD). The table shows whether recommended funds
by treated analysts observe higher fund returns in subsequent months. Columns (1)-(3) show treatment effects on
Fund returns in 8 months, the risk-adjusted return of a fund 3 months after its rating is published. Columns (4)-(6)
show treatment effects on Fund returns in 6 months, the risk-adjusted return of a fund 6 months after its rating is
published. Treatment is an indicator variable that takes the value 1 for analysts assigned to the treatment group and
0 otherwise. Post takes the value 1 after the treatment is implemented and 0 otherwise. Compler takes the value
1 if the fund is classified as an actively managed equity fund and O otherwise. Experienced takes the value 1 if the
analyst has more than three years of rating experience at the company and 0 otherwise. Recommend takes the value
1 for funds that analysts recommend and 0 otherwise. All regressions include a full set of strata and month fixed
effects. Standard errors are in parentheses, clustered at the analyst level. * p<0.1, ** p<0.05, *** p<0.01.
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Table A.46: Impact of machine predictions on subsample of simpler decisions

Fund returns in 3 months Fund returns in 6 months
(1) (2) 3) (4)
Treat x Post x Recommend 9.496*** 11.587*** 77T 6.715%
(2.487) (3.756) (2.628) (3.997)
Treat x Post x Recommend x Experienced -6.366 -0.549
(4.969) (4.625)
Strata FE Yes Yes Yes Yes
Month FE Yes Yes Yes Yes
Observations 838 838 837 837
Mean (control) -5.125 -5.125 -6.267 -6.267
SD (control) 12.854 12.854 14.433 14.433

Notes: All regressions include a full set of strata and month fixed effects. The table presents the impact of machine
predictions on the subsample of simpler decisions only. Columns (1)-(3) show treatment effects on Fund returns in
3 months, the risk-adjusted return of a fund 3 months after its rating is published. Columns (4)-(6) show treatment
effects on Fund returns in 6 months, the risk-adjusted return of a fund 6 months after its rating is published. Rec-
ommend takes the value 1 for funds that analysts recommend and 0 otherwise. Treatment is an indicator variable
that takes the value 1 for analysts assigned to the treatment group and 0 otherwise. Post takes the value 1 after the
treatment is implemented and 0 otherwise. Ezxperienced takes the value 1 if the analyst has more than three years of
rating experience at the company and 0 otherwise. Standard errors are in parentheses, clustered at the analyst level.
* p<0.1, ** p<0.05, *** p<0.01.

Table A.47: Impact of machine predictions on subsample of complex decisions

Fund returns in 3 months Fund returns in 6 months
(1) (2) (3) (4)
Treat x Post x Recommend -7.403 -7.290 -4.488 -3.288
(4.602) (6.023) (3.151) (3.862)
Treat x Post X Recommend x Experienced 1.952 0.455
(8.660) (6.089)
Strata FE Yes Yes Yes Yes
Month FE Yes Yes Yes Yes
Observations 830 830 829 829
Mean (control) -3.216 -3.216 -2.142 -2.142
SD (control) 14.329 14.329 10.496 10.496

Notes: All regressions include a full set of strata and month fixed effects. The table presents the impact of machine
predictions on the subsample of complex decisions only. Columns (1)-(3) show treatment effects on Fund returns in
3 months, the risk-adjusted return of a fund 3 months after its rating is published. Columns (4)-(6) show treatment
effects on Fund returns in 6 months, the risk-adjusted return of a fund 6 months after its rating is published. Rec-
ommend takes the value 1 for funds that analysts recommend and 0 otherwise. Treatment is an indicator variable
that takes the value 1 for analysts assigned to the treatment group and 0 otherwise. Post takes the value 1 after the
treatment is implemented and 0 otherwise. Ezperienced takes the value 1 if the analyst has more than three years of
rating experience at the company and 0 otherwise. Standard errors are in parentheses, clustered at the analyst level.
* p<0.1, ** p<0.05, *** p<0.01.
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Table A.48: Impact of machine predictions on subsample of new analysts

Fund returns in 3 months

Fund returns in 6 months

(1) (2) (3) (4)
Treat x Post x Recommend 3.655 12.031%** 0.021 6.377
(3.933) (3.870) (3.066) (3.997)
Treat X Post x Recommend x Complex -17.257** -7.455
(8.415) (7.192)
Strata FE Yes Yes Yes Yes
Month FE Yes Yes Yes Yes
Observations 722 722 722 722
Mean (control) -3.355 -3.355 -2.716 -2.716
SD (control) 14.804 14.804 15.314 15.314

Notes: All regressions include a full set of strata and month fixed effects. The table presents the impact of machine
predictions on the subsample of new analysts only. Columns (1)-(3) show treatment effects on Fund returns in 38
months, the risk-adjusted return of a fund 3 months after its rating is published. Columns (4)-(6) show treatment
effects on Fund returns in 6 months, the risk-adjusted return of a fund 6 months after its rating is published. Rec-
ommend takes the value 1 for funds that analysts recommend and 0 otherwise. Treatment is an indicator variable
that takes the value 1 for analysts assigned to the treatment group and 0 otherwise. Post takes the value 1 after the
treatment is implemented and 0 otherwise. Complex takes the value 1 if the fund is classified as an actively managed
equity fund and 0 otherwise. Standard errors are in parentheses, clustered at the analyst level. * p<0.1, ** p<0.05,
K p<0.01.

Table A.49: Impact of machine predictions on subsample of experienced analysts

Fund returns in 3 months Fund returns in 6 months

(1) (2) (3) (4)
Treat x Post x Recommend -1.559 5.773 1.319 6.165**
(3.863) (3.473) (2.649) (2.553)
Treat x Post x Recommend x Complex -11.842 -8.437
(7.132) (5.369)
Strata FE Yes Yes Yes Yes
Month FE Yes Yes Yes Yes
Observations 948 948 946 946
Mean (control) -4.782 -4.782 -5.339 -5.339
SD (control) 12.695 12.695 10.548 10.548

Notes: All regressions include a full set of strata and month fixed effects. The table presents the impact of machine
predictions on the subsample of experienced analysts only. Columns (1)-(3) show treatment effects on Fund returns
in 3 months, the risk-adjusted return of a fund 3 months after its rating is published. Columns (4)-(6) show treat-
ment effects on Fund returns in 6 months, the risk-adjusted return of a fund 6 months after its rating is published.
Recommend takes the value 1 for funds that analysts recommend and 0 otherwise. Treatment is an indicator variable
that takes the value 1 for analysts assigned to the treatment group and 0 otherwise. Post takes the value 1 after the
treatment is implemented and 0 otherwise. Complex takes the value 1 if the fund is classified as an actively managed
equity fund and 0 otherwise. Standard errors are in parentheses, clustered at the analyst level. * p<0.1, ** p<0.05,
6% 0,01,
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Table A.50: The impact of machine predictions on explanations on subsample of simpler decisions

All committees Single
(1) (2) (3)
Treat x Post -0.083 -0.578%* -0.588
(0.213) (0.340) (0.373)
Treat x Post x Experienced 0.718 0.710%*
(0.437) (0.419)
Strata FE Yes Yes Yes
Month FE Yes Yes Yes
Committee FE No No Yes
Observations 605 605 456
Mean (control) 0.535 0.535 0.533
SD (control) 0.824 0.824 0.854

Notes: All regressions include a full set of strata and month fixed effects. The table presents the impact of machine
predictions on the subsample of simpler decisions only. Regressions in columns (4)-(5) further include review com-
mittee fixed effects. Reasoning score is constructed at the committee level by standardizing individual scores and
taking an average across all reviewers in the committee. Regressions in columns (1)-(4) include reasoning scores is-
sued by committees of all sizes, which vary between 1 reviewer and 4 reviewers per committee. Column (5) analyzes
the subsample of reasoning scores issued by committees with one reviewer only. Treatment is an indicator variable
that takes the value 1 for analysts assigned to the treatment group and 0 otherwise. Post takes the value 1 after the
treatment is implemented and 0 otherwise. Ezperienced takes the value 1 if the analyst has more than three years of
rating experience at the company and 0 otherwise. Standard errors are in parentheses, clustered at the analyst level.
* p<0.1, ** p<0.05, *** p<0.01.

Table A.51: The impact of machine predictions on explanations on subsample of complex decisions

All committees Single
(1) (2) 3)
Treat x Post 0.173 0.228 0.445
(0.279) (0.203) (0.291)
Treat x Post x Experienced -0.113 -0.434
(0.418) (0.358)
Strata FE Yes Yes Yes
Month FE Yes Yes Yes
Committee FE No No Yes
Observations 706 706 441
Mean (control) -0.006 -0.006 0.039
SD (control) 0.938 0.938 1.014

Notes: All regressions include a full set of strata and month fixed effects. The table presents the impact of machine
predictions on the subsample of complex decisions only. Regressions in columns (4)-(5) further include review com-
mittee fixed effects. Reasoning score is constructed at the committee level by standardizing individual scores and
taking an average across all reviewers in the committee. Regressions in columns (1)-(4) include reasoning scores is-
sued by committees of all sizes, which vary between 1 reviewer and 4 reviewers per committee. Column (5) analyzes
the subsample of reasoning scores issued by committees with one reviewer only. Treatment is an indicator variable
that takes the value 1 for analysts assigned to the treatment group and 0 otherwise. Post takes the value 1 after the
treatment is implemented and 0 otherwise. Ezperienced takes the value 1 if the analyst has more than three years of
rating experience at the company and 0 otherwise. Standard errors are in parentheses, clustered at the analyst level.
* p<0.1, ** p<0.05, *** p<0.01.
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Table A.52: The impact of machine predictions on explanations on subsample of new analysts

All committees Single
(1) (2) 3)
Treat x Post -0.294 -0.632* -0.451
(0.215) (0.352) (0.336)
Treat x Post x Complex 0.921** 1.046%*
(0.404) (0.451)
Strata FE Yes Yes Yes
Month FE Yes Yes Yes
Committee FE No No Yes
Observations 532 532 363
Mean (control) -0.003 -0.003 0.047
SD (control) 0.994 0.994 1.038

Notes: All regressions include a full set of strata and month fixed effects. The table presents the impact of machine
predictions on the subsample of new analysts only. Regressions in columns (4)-(5) further include review committee
fixed effects. Reasoning score is constructed at the committee level by standardizing individual scores and taking
an average across all reviewers in the committee. Regressions in columns (1)-(4) include reasoning scores issued by
committees of all sizes, which vary between 1 reviewer and 4 reviewers per committee. Column (5) analyzes the sub-
sample of reasoning scores issued by committees with one reviewer only. Treatment is an indicator variable that takes
the value 1 for analysts assigned to the treatment group and 0 otherwise. Post takes the value 1 after the treatment is
implemented and 0 otherwise. Complex takes the value 1 if the fund is classified as an actively managed equity fund
and 0 otherwise. Standard errors are in parentheses, clustered at the analyst level. * p<0.1, ** p<0.05, *** p<0.01.
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A.1 Examples of analyst reports

A.1.1 The summary section of an analyst report that received a high reasoning score

I 0ncd management team deftly executes a research-driven, flexible
process that delivers income while limiting downside risk. It earns a ]
for its cheapest share classes and | N I o its more expensive shares. | KENGTcNINNG brought
an income-focused approach to this strategy in late 2011, and after a decade it’s clear he has delivered on this
strategy’s objective. Over his tenure through October 2022, the strategy’s 12-month yield averaged 4.8%,
impressive compared with the category peer average yield of 2.2%. Though I takes the lead here,
he is well supported. ] joined the manager roster with _, and NNGNGNGEGEGNG v 2s
added in March 2015. The trio’s collaboration and ability to tap the firm’s extensive resources and strong
fundamental teams gives them an edge relative to other multi-asset income peers. Around 17 distinct,
well-regarded |l tcams run sleeves for the strategy, including the high-yield team that manages
) Alongside an experienced team is an income approach
that differentiates itself through its emphasis on downside protection. Rather than loading up on a mix of
risky asset classes that tend to be correlated during stress periods, the team focuses on the correlation of its
underlying sleeves to build a well-diversified portfolio. The managers seek to keep the fund’s volatility below
that of a blended benchmark (50% Il World Index and 50% [ 5o:d Index) but
are not constrained to a strategic allocation. This gives the team a great amount of flexibility, but it has
deliberately abstained from making quick and drastic allocation changes that could lead to a whirlwind
experience for investors. Instead, the team, with input from the underlying sleeve managers, focuses on
its medium- and long-term views to gradually tilt and adjust the portfolio’s composition. Management has
been able to limit the risk of drawdowns over | NIEs tenure. The strategy’s downside-capture ratio
of 93% relative to the category index compares favorably with the allocation—30% to 50% equity category
average of 108%. Investors should be wary, however, of this strategy’s credit risk, which may cause bouts
of volatility. Around 66% of its fixed-income exposure resides in securities rated BB or below versus around

25% for category peers.

A.1.2 The summary section of an analyst report that received a low reasoning score

I - - systematic strategy that tilts toward smaller value names, resulting in a
portfolio that can exhibit factor sensitivity. With low fees and a strong parent in B ¢ solc Investor
share class retains its [ KKNGTcEGTzINININIIIIIEEEEE

The investment team employs a sensible systematic process that seeks to identify stocks that will grow

earnings faster than industry peers and that are trading at reasonable valuations. The starting investment

universe is its prospectus benchmark, the | ENREMEEEEEEEN (1 dcx. The model looks for

stocks that score well on five factors—valuation, growth, quality, momentum, and management decisions—
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relative to industry peers. The fund does not make sector bets versus the index but can have certain size
and style tilts. The model generally finds more attractive opportunities in smaller value names, relative to
the mid-blend category benchmark, the | N R NN 1:dcx.

This strategy launched in 1995 as a quantitative fund managed by [ I, 2nd over time it has
adopted a more team-based management approach, similar to other systematic strategies. Currently, the fund
is managed by a nine-person alpha equity team, which is part of | I Illll's 30-person quant equity group.
Leadership has traditionally been long-tenured B > ofessionals, but in 2021, managers ]
and [NNGEGNE retired, and _, who joined the group in April 2020, became the sole lead in
October 2021. He joined the team with solid quant investment experience, serving as the head of U.S.
research at [l where he was responsible for developing, testing, and implementing quant models.

The markets in 2021 have been very favorable to this strategy; in the first 11 months, the fund returned
23.8%, significantly outperforming the category benchmark’s 17.8%. This comes after several challenging
years when the fund underperformed both its prospectus and the category benchmarks for four consecutive
calendar years. In the volatile first quarter of 2020, it underperformed the category index by almost 5
percentage points, owing primarily to an overweighting in small-value names, which as a group declined by

about 50%.
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A.1.3 Examples of causal statements identified using LLMs

Causal statements Cause Effect
Excluding securitized bonds tilts the fund to- || Excluding securitized | The fund is tilted toward
ward Treasuries and corporates. bonds Treasuries and corporates

The portfolio also tends to have a lower dura-
tion than its category index and peers, which
makes it less sensitive to changes in interest
rates.

The portfolio tends to
have a lower duration than
its category index and
peers

The fund is less sensitive
to changes in interest rates

The speed and fluidity at which opinions are
translated into prices makes it difficult to con-
sistently beat the market.

The speed and fluidity at
which opinions are trans-
lated into prices

it is difficult to consis-
tently beat the market

Two comanager departures and a team addi-
tion bring some uncertainty to the strategy.

Two comanager depar-
tures and a team addition

Uncertainty to the strat-
egy

The strategy’s disciplined and conservative
credit-driven process has demonstrated its
value through time, but the analyst churn
casts a shadow on its execution and puts a lid
on our confidence level, supporting an Average
Process Pillar rating.

The analyst churn

Casts a shadow on the
strategy’s execution and
puts a lid on our confi-
dence level

The China stake rose to 42% from 32% in
the quarter ended March 2020, contributing
to excellent returns for the remainder of 2020
as China successfully dealt with the virus and
outperformed other emerging markets.

The China stake rose to
42% from 32% in the quar-
ter ended March 2020 and
China successfully dealt
with the virus and out-
performed other emerging
markets.

This contributed to excel-
lent returns for the re-
mainder of 2020.
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A.1.4 Example of an experienced analyst discussing machine-suggested decision driver

The fund shows other, classic signs of bloat: its holdings count has increased and turnover decreased. In
2021, Il 1oted that a primary reason for the name count to rise by nearly 200 stocks is because, despite
it being closed to new investors since 2006, the strategy has swollen. (The other reason he cited was, capital
markets have been very active.)

The narrowness of the strategy’s outperformance over the past year raises another question surrounding
I s 2bility to execute successfully on smaller positions; the strategy outperformed over the past year
only because of the stellar gains of its top holding, NVIDIA. Had the stock hypothetically not existed in
either the portfolio or Russell 1000 Growth Index, the strategy would have underperformed substantially.
(22% vs. 29% gross gain, trailing 1 yr through Nov. 2021.)

But I'm comfortable reaffirming the Above Average Il rating because even though the strategy’s
size as a share of its investable universe is at an all-time high (see “Strategy Size” chart above), it’s apparently
not dramatically higher than it was five years ago. Also, |IIIIl's good ideas have been wide-ranging over
lengthier periods. Its outperformance over the past five years have come from a variety of overweighted
positions — 7, specifically: Amazon.com Inc, Cloudflare Inc, Lululemon Athletica Inc, Moderna Inc, NVIDIA
Corp, Shopify Inc, Tesla Inc.

One would need to hypothetically ignore their existence over the past 5 years for the strategy’s returns
to have matched the index’s. That shows that [IIIlll’s strong execution is broadly enough based.

We also haven’t observed significant profile changes to the portfolio one might detect from a strategy

unable to execute as it would like.
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A.2 Follow-up experiment and qualitative interviews with financial advisors

We employed a mixed-method approach consisting of an experiment and qualitative interviews to further
investigate whether our internal expert ratings of explanation quality generalize across different user popula-
tions and contexts. The experiment involves 16 professional financial advisors who represent the firm’s most
sophisticated institutional investor client base, recruited through our partner company’s consumer service
vendor. The experiment used a design within subjects in which participants read and evaluated four analyst
reports about mutual fund recommendations, with each report varying in explanation quality as previously
rated by internal review committees. Participants do not have information on the internal review committee
ratings of the analyst explanations. The fund names and identifiers have been masked so that participants
cannot search for more information about the funds. The four funds assigned to each participant were ran-
domly selected from a pool of 20 analyst reports on funds that received the same analyst recommendation
decision, which is labeled “ recommendation with high conviction.” Controlling the recommendation decision
ensures that participants focus solely on the quality of explanations. The 20 analyst reports in the sample
all fall into the US equity funds category to ensure that they are comparable in the investment process.
Experiment manipulation involves randomly assigning the presentation order of these four reports to control
for sequence effects. Following each report evaluation, participants assess the quality of analyst explanations
along multiple dimensions including the usefulness of explanation, clarity of explanation, analyst’s demon-
strated knowledge of investment strategy, and logical reasoning, before indicating their likelihood to invest
in the recommended fund.

After completing the survey experiment, financial advisors also participate in semi-structured 30-minute
interviews that explore how they value and use analyst explanations in their professional practice. This
design allows us to examine whether our internal expert ratings of explanation quality generalize to external
financial advisors, who are important long-term clients of the firm, while the qualitative component provides
deeper insights into how professional advisors interpret and apply analyst explanations in real-world decision-
making scenarios.

Our interview sample comprised 16 highly experienced financial advisors with substantial tenure and
diverse portfolio responsibilities, recruited through a significant investment of resources by both our research
team and the collaborating firm. The participants ranged in age from 33 to 70 years, with a median age of 59
years, representing a mature but diverse group of industry veterans. Two of the 16 (12.5%) participants were
women. The sample demonstrated exceptional professional experience, with 75% of the respondents having
served in their current roles for more than 21 years, indicating deep institutional knowledge within the asset
management profession. Portfolio responsibilities varied considerably across participants, encompassing a
broad spectrum from boutique operations managing $25-50 million to large institutional portfolios exceeding
$1 billion in assets under management (AUM). The median AUM fell within the $100-150 million range,
reflecting a balanced representation of asset management operations. Collectively, the participants managed

approximately $4.8 billion in total assets, providing substantial market representation and ensuring that
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our findings capture the perspectives of professionals responsible for significant investment decisions across
diverse portfolio scales and client segments. Given the premium nature of this participant pool, we allocate
substantial resources to recruitment and compensation, investing more than $10,000 USD in participant
incentives to ensure high-quality engagement from these senior professionals. All interviews were personally
moderated by the firm’s marketing director and the authors, reflecting the collaborative commitment to data
quality and the strategic importance both parties placed on this investigation.

The results of the experiment present strong evidence for the validity of the internal review committees’
assessment of analyst explanations. Figure 1 and Table 1 shows that the evaluations by the internal review
committees of the analyst explanations are significantly and positively correlated with how the external
financial advisors evaluate those explanations along the dimensions of usefulness, clarity, demonstrated
knowledge, logic, reasoning and their likelihood of investing in the recommended fund.

The qualitative interviews following the experiment help us to gain a deeper understanding of what
financial advisors value in analyst explanations. Consumers of analyst reports seek a structured and analyt-
ical approach that provides original insights beyond the compilation of facts. One advisor rated one of the
analyst explanations unfavorably because “I found this much more like a book report as opposed to like a

book review.” As another advisor put it:

“l want an analyst report that doesn’t regurgitate what’s already on the rest of your [fund
information| page. ... I need to know what’s in the background. If somebody were to take
this manager out to dinner, spend a weekend on with him in a vacation or something like that,
and they started talking business. What would you glean from that? ... Give me the stuff you
wouldn’t be able to tell from all those numbers.”
Despite the importance of acknowledging inherent risks and limitations, advisors prefer a definitive stance
that clearly articulates the analyst’s recommendation rather than leaving readers to synthesize competing

information independently. Several financial advisors particularly criticized certain analyst explanations in

their reading samples as lacking clear conviction and hedging opinions.

“It seemed like the analyst was kind of hedging his opinions a lot. I wasn’t quite clear as to
what he was exactly saying.”

“It’s just kind of like hedging. He talks about some great positives, but he also creates some
legitimate negatives. So I wish there was more of a stance taken, a little more conviction.”

Financial advisors demand analyst opinions to be supported by robust evidence and reasoning that

validate their conclusions.

“There’s a lot of opinions in this thing and that’s great. I don’t mind opinions. I just don’t
want those opinions to be oxymorons or just filling air.”

Financial advisors desire a clear analytical framework that demonstrates how various factors connect
and influence the overall assessment, allowing them to understand the logical progression from data points

to conclusions.
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“I like more of a logical layout with a a progression of flow and justification for choices made
by the manager. ... More information, but condensed in a more concise way and presented in a
logical flow.”

Specifically, financial advisors want analysts to provide the weighted importance of different factors, explicitly

stating which elements matter the most and the reasoning behind their prioritization.

“Are they all equally weighted? Are they all equally important? I kind of feel like maybe
momentum isn’t as important if the rest of things are through the roof. Are these (factors)
weighted differently? And if so, I'd like to know which is the least important. Say, with values
the most important, or qualities most important and low volatility being the least important.”
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A.3 Pre-registration differences

This study was pre-registered in the AEA Randomized Controlled Trials registry with a pre-analysis
plan. All aspects of the experimental sample, design, outcomes, and analyses were implemented without
deviation other than the following key differences:

e The pre-analysis plan specified approximately 99 analysts to be part of the experiment, subject to
turnover within the company during the experiment. Two analysts left the company before the start
of the experiment, and resulted in a sample of 97 analysts.

e The pre-analysis plan describes all possible primary and secondary outcomes, some of which we noted
as potentially not being available due to partner and budget constraints. We were indeed not able
to obtain some of the outcomes. We also report an additional outcome that was not available pre-
experiment and transform one of the pre-registered variables:

We pre-specified an outcome measuring reasoning scores additionally provided by MBA students.
Due to budget constraints accompanied by the number of reports we would have had to have
MBA students score to sufficiently reduce noise, we were not able to undertake this effort. We
were also not able to obtain the internal algorithm recommendation quality for each fund rating,
although we verified the quality on average.

Instead, we obtained an additional variable to measure causal reasoning in the reports, by lever-
aging Large Language Models to identify causal statements in the draft. We included this result
as it provides more insight into how analysts wrote their explanations.

We pre-specified an outcome called “complexity of decision drivers’, which we natural-log trans-
formed. After we pre-registered the experiment analysis, we learned from the company that
reports that clearly articulate its logical path and reasoning process tend to focus on a more
selective set of causal drivers instead of having a laundry list of factors. Leveraging this insight
from the field, we focus on the number of decision drivers as another way to provide deeper
insight into causal explanations.

We report all possible exploratory analyses on outcomes in the appendix, as well as heterogeneous
treatment effects on gender and prior experience with security. We could not report on two
variables that we pre-specified — search for external knowledge and committee request to collect
additional information. For the former, analyst responses varied substantially and could not be
meaningfully compared quantitatively. For example, analysts’ responses ranged from high level
answers (e.g.“manager interview" and "firm report"), to detailed description of factors and their
sources. For the second variable, there were less than 1% of cases where the committee requested
to collect additional information, so we did not analyze or report this variable.

e We specified cutting tenure at the median in the pre-analysis plan, but cut tenure by new analysts in
the main paper results. We learned after we received the data that three years was the cutoff for new
analysts to be promoted officially to analyst levels, as well as the difficulty of learning the company
methodology. We report all results cut at the median in the appendix.
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